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ABSTRACT 

Objectives Hemorrhagic fever with renal syndrome (HFRS) is a serious public health threat in 

China, accounting for almost 90% cases reported globally. Infectious disease prediction may help 

in disease prevention despite some uncontrollable influence factors. This study conducted a 

comparison between a hybrid model with two single models in forecasting the monthly incidence 

of HFRS in China. 

Design Time-series study. 

Setting The People’s Republic of China 

Methods Autoregressive integrated moving average (ARIMA) model, generalized regression 

neural network (GRNN) model and hybrid ARIMA-GRNN model were constructed. The incidence 

data from January 2011 to December 2017 were adopted to test models’ fitting performance. 

Data from January 2018 to May were used to demonstrate the models’ forecasting performance. 

Root mean square error (RMSE), mean absolute error (MAE) and mean absolute percentage error 

(MAPE) were adopted to evaluate these models’ effectiveness. 

Results The incidence of HFRS in the past seven years was characterized by a slight declining 

trend and obverse seasonal variation. The ARIMA(2,1,1)(2,1,1)12 model was selected as the 

optimal model in HFRS fitting. The smooth factor of the basic GRNN model and the hybrid model 

was 0.03 and 0.043 respectively. The hybrid model was the best in disease forecasting but was 

underperform in fitting part. 

Conclusion The hybrid ARIMA-GRNN model was better than single ARIMA and basic GRNN 

model in forecasting monthly incidence of HFRS in China. It could be considered as a 

decision-making tool in HFRS prevention and control. 

 

Strengths and limitations of this study 

� This study examined the forecasting performances of autoregressive integrated moving 

average (ARIMA) model and generalized regression neural network (GRNN) model and 

hybrid ARIMA-GRNN model in forecasting incidence of hemorrhagic fever with renal 

syndrome (HFRS) in China, as a reference to choose suitable model in infectious disease 

prediction. 

� The reported data we collected may slightly differ from the actual incidence number since 

reported data came from monitor, it may not include the person who was infected but not 

tested.  

� Many factors could influence the incidence of an infectious disease. But only time factor in 

study period was considered in our models which may increase forecast error. Thus data 

should be updated to maintain the model’s accuracy. 

 

BACKGROUND 

Hantaviruses, a member of family Bunyaviridae, contains the most important zoonotic pathogens 

of humans.
1
 Two categories of hantaviruses are Old World (Asia and Europe) virus that cause 

hemorrhagic fever with renal syndrome (HFRS), and New World (Americas) virus that causes 

hantavirus pulmonary syndrome (HPS).
2,3

 Hantaviruses are spread through the infected mammals’ 

urine, faces, and saliva. People can be infected mainly through respiratory tract, alimentary tract 

and skin/mucus membrane abrasion. The onset symptoms of HFRS are fever, circulatory collapse 

with hypotension, hemorrhage and acute kidney injury (AKI).
4,5

 The hallmark of HFRS is 
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capillary leak syndrome, which causes edema and hemorrhage, even threaten people’s life.
6,7

 

Cases of HFRS are widely distributed in eastern Asia, particularly in China, Russia and Korea.
8
 It 

is reported that the number of HFRS human cases in China accounts for almost 90% of the total 

cases worldwide.
9,10

 Some comprehensive control activities such as effective vaccine and rodent 

elimination have achieved remarkable results, while the incidence of HFRS is still high owing to 

some uncontrollable factors.
11,12

 Thus it is important to forecast the diseases trends and take some 

control measure. 

Statistic models such as linear regression, artificial neural network and grey model have been 

widely used in infectious diseases forecasting. Reliable forecasting plays an important role in 

diseases control before pandemic or outbreak. The autoregressive integrated moving 

average(ARIMA) model is one of the most popular methods in diseases prediction. The principle 

of the model contains filtering out the high-frequency noise in the data, detecting local trends 

based on liner dependence and forecasting the develop trends. The limitation of this model is that 

ARIMA can only analyse the liner part of infectious disease series.
13

 However, the non-linear part 

of epidemic data may not be white noise, which means some information may be lost by ARIMA 

model. To overcome the inherent defect of ARIMA model, an artificial neural network (ANN) 

model was adopted. ANN is a conceptualized mathematical non-linear classification model 

inspired by the behavior of biological networks of neurons.
14,15

 The generalized regression neural 

network (GRNN) is a member of ANN family with unique characteristics of accelerated learning 

and greater capability for non-linear fitting. The hybrid ARIMA-GRNN model has both 

advantages of ARIMA model and GRNN model, which means that both the linear part and 

non-linear part of time series are fitted.  

There are some researches showing that the hybrid model provides better incidence forecasting 

performance than single ARIMA model and basic GRNN model in some infectious diseases, while 

which model is the best in predicting the incidence of HFRS in China is still unclear. Besides, 

some studies had compared the forecasting performance of hybrid ARIMA-GRNN model with 

other models.
16

 But the comparison between hybrid model with two single models in HFRS 

prediction had not been found. This study aims to develop a single ARIMA model, a basic GRNN 

model and a hybrid ARIMA-GRNN model to predict the monthly incidence of HFRS in China. 

The fitting and forecasting performance of these three models were compared to determine the 

best one, which is suggested to be employed in the provision of reference information for HFRS 

control. 

 

METHODS 

 

Materials Source 

The monthly incidence data of HFRS in China from January 2011 to May 2018 were collected 

from the official website of National Health Commission of the People’s Republic of China 

(Ministry of Health). All HFRS cases must be reported to the National Health Commission 

through the Infectious Disease Surveillance System within 24 hours. The data was separated into 

two parts: model building and model forecasting. 

Single ARIMA Model 

The ARIMA model is usually shown as ARIMA (p, d, q)(P,D,Q)S while the parameters mean 

non-seasonal and seasonal order of auto-regression, the degree of difference and moving average 

Page 3 of 15

For peer review only - http://bmjopen.bmj.com/site/about/guidelines.xhtml

BMJ Open

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

 on A
pril 24, 2024 by guest. P

rotected by copyright.
http://bm

jopen.bm
j.com

/
B

M
J O

pen: first published as 10.1136/bm
jopen-2018-025773 on 16 June 2019. D

ow
nloaded from

 

http://bmjopen.bmj.com/


For peer review only

respectively. Besides, the subscript means the length of cyclical pattern. An ARIMA model is 

developed by time series stationary, parameter estimation and model check.
17

 

Time stationary means no fluctuation or periodicity with time goes by. The Augmented 

Dickey-Fuller (ADF) unit-root test could help estimating whether the time series is stationary or 

not. Log transformation and differences are frequently adopted to stabilize the time series. 

The parameters of p, q, P and Q are determined through the autocorrelation function (ACF) 

graph and partial autocorrelation (PACF) graph. D is the length of seasonal difference and d is the 

length of trend difference, these two parameters are determined when original series is stationaried. 

Generally, more than one plausible models could be combined. 

Since the best model must has the highest accuracy in disease prediction, some substandard 

models are removed. A suitable model must show statistical significance in parameter test and a 

white noise sequence in residual test. Besides, the best model should have the lowest Akaike 

information criterion (AIC) value than other combined models. 

Basic GRNN Model 

The GRNN model is built on the basis of non-liner regression theory. The input layer, pattern layer, 

summation layer and output layer are involved in the construction of GRNN model.
18

 Its inherent 

function is to identify the relationship between each input value and output value. Smoothing 

factor is the only parameter of GRNN which means the network could not be affected by human 

factors. Generally, there are more than one possible values of smoothing factor and the best one 

should be determined to build an optimal GRNN model. 

Initially, the original data are divided into two parts, the training set and the test set. The test 

set is the last two data or two random data of original series, the rest as the training set. Then the 

training network was tested for a series of smoothing factors. And following that, the basic GRNN 

model is established with the best smoothing factor, which must have the lowest root mean square 

error (RMSE). Finally, all the original data were adopted as input part to predict the future data by 

the best GRNN model. 

Hybrid ARIMA-GRNN Model 

The ARIMA model has advantage in extracting and fitting the linear part of the original time 

series, while the non-liner information in residuals is abandoned. GRNN model is combined for it 

can analyze the non-liner information and mine the information adequately. The hybrid 

ARIMA-GRNN model is developed to demonstrate if it has the highest accuracy in HFRS 

incidence prediction. 

In the development of the hybrid model, the input variable is the fitting data of ARIMA model 

while the output variable is the actual data. Same with the basic GRNN model, the last two 

samples or two randomly selected samples of original series are set as testing set and the rest are 

set as training set to find optimal smoothing factor. The smoothing factor must have the minimum 

RMSE. Finally, the forecasted values of ARIMA model is used as the input data of hybrid model 

to get the output predictive values. 

Model Comparison 

The forecasting effects of ARIMA model, GRNN model and hybrid ARIMA-GRNN model are 

estimated with root mean square error (RMSE), mean absolute error (MAE) and mean absolute 

percentage error (MAPE).
19

 Excel 2016 was used to build the database, R 3.4.3 software was used 

to create the ARIMA model, the Matlab R2016a was used to create the basic GRNN model and 

hybrid ARIMA-GRNN model. 
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Ethics 

Since no primary data collection was undertaken, no patient or public was involved, no formal 

ethical assessment or informed consent was required. 

 

RESULTS 

 

Single ARIMA model 

The monthly incidence data of HFRS in China from January 2011 to December 2017 was used to 

develop the ARIMA model (Fig 1). As shown in the original time series graph, the HFRS 

incidence shows seasonal variation (s=12) and a slightly declining trend, which means the time 

series was not stationary. Trend difference (d=1) and seasonal difference (D=1) were dene to 

eliminate the instability. The ADF test showed that the differenced time sequence was stationary (t 

statistics was -4.7201, P=0.01). 

 

Figure 1 Monthly incidence of HFRS in China from January 2011 to December 2017. 

 

The ACF graph and PACF graph (Fig 2) were applied to explore the parameters of the ARIMA 

model. Four appropriate models were chosen by residual test and were filtered by AIC values. The 

AIC values of ARIMA(1,1,1)(1,1,1)12 ARIMA(1,1,1)(2,1,1)12 ARIMA(2,1,1)(1,1,1)12 

ARIMA(2,1,1)(2,1,1)12  were 950.48, 944.68, 940.55, 936.61 respectively. The 

ARIMA(2,1,1)(2,1,1)12 model had the lowest AIC value and was chosen as the most suitable 

model. The residual test showed white noise (Fig 3). 

 

Figure 2 The ACF and PACF graphs of differenced HFRS incidence series. 

Figure 3 Residual white noise test 

 

Basic GRNN model 

The samples from January 2011 to December 2017 were adopted to develop the network. The last 

two samples were used as testing samples while the others were training samples. To determine 

the optimal smoothing factors, a series of smoothing factors were tested. The smoothing factor 

with the minimum RMSE of the network was selected as the optimal one. Fig 4 shows the RMSE 

of these smoothing factors. As shown in Fig 4, the optimal smoothing factor of the 

one-dimensional input and one-dimensional output GRNN model was 0.03. 

 

Figure 4 The selection of basic GRNN model and hybrid ARIMA-GRNN model 

 

Hybrid ARIMA-GRNN model 

The fitted data of ARIMA model from January 2011 to December 2017 were used as the input 

samples for the GRNN model. The actual HFRS values were used as the output samples to 

training the hybrid ARIMA-GRNN model. The RMSE of hybrid model was the lowest when the 

smoothing factor was 0.043 (Fig 4). Thus 0.043 was selected to develop the GRNN model. 

Subsequently, the forecasting outcomes of ARIMA model from January 2018 to May 2018 were 

selected as the entry value of the GRNN model, and the output values were the predictive values 

of the combined ARIMA-GRNN model. 
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Finally, these three models were adopted to forecast the HFRS incidence in China from 

January to May 2018. The forecasting performance parameters of the three models for the fitting 

and forecasting parts are shown in Table 1. The fitting and forecasting curves of the three models 

and the actual HFRS incidence series are depicted in Fig 5. 

Table 1. The fitting and forecasting performance of the three models. 

             Fitting part                                         Forecasting part                        

Predicting error MAPE MAE RMSE MAPE MAE RMSE 

ARIMA 9.1154 89.0302 138.8356 21.0212 175.7042 220.6269 

GRNN 10.7332 134.596 265.7046 19.2029 177.0356 202.1684 

ARIMA-GRNN 9.6083 85.0429 140.6426 17.8026 152.3013 196.4682 

 

Figure 5 The fitting and forecasting curves of the three models and the actual HFRS incidence series 

 

DISCUSSION 

 

In this study, a hybrid model was constructed based on traditional ARIMA model and basic GRNN 

model. Three different models were compared in forecasting performance and the results showed 

that the hybrid ARIMA-GRNN model was the optimal model in predicting the monthly incidence 

of HFRS in China. Thus we consider the hybrid model as a decision-making tool to give some 

suggestion in public health policy decision. 

The characteristic of monthly incidence of HFRS in China is suitable for ARIMA model and 

GRNN model. As shown in the result part, the incidence of HFRS in China has a slight decreasing 

trend and a bimodal seasonal cases distribution, which are same with other studies.
20,21

 The 

incidence reaches a peak in winter rapidly and has a longer lasting peak in Spring. Autumn to 

winter peak is the other peak, which is lower than the first one. People are more likely to be 

exposed to the disease for increased activities in these two seasons, rodent behavior changes with 

climate change.
22,23

 Besides, these two peaks, including the peak values, might vary with different 

hantaviruses types. 

The hybrid ARIMA-GRNN model was superior among three models even with imperfect 

fitting performance. ARIMA model is one of the most commonly used methods in infectious 

diseases prediction and has been proved with high accuracy. In this study, the traditional ARIMA 

model was used as the baseline model for evaluating the performance of other models. The results 

showed that single ARIMA model and basic GRNN model are better than hybrid model in data 

fitting because of lower MAE and MAPE. It is recognized to be used in the prediction incidence 

of infectious disease. Even some unmeasurable factors may impact data fitting, the forecasting 

performance should be at the first consideration.
18

 The MAPE, MAE, RMSE of hybrid model in 

validation part were lower than single ARIMA model or basic GRNN model. Some studies 

showed that hybrid ARIMA-GRNN model had less error than single model both in modeling and 

forecasting stage, which is different with our study. These studies built the hybrid model with 

tuberculosis incidence or hand-foot-mouth disease incidence.
24,25

 so we hypothesis that diseases 

characteristics may affect the model performance. 

The basic GRNN model was developed as a new potential tool for infectious diseases 

incidence prediction in recent years. In this study, one-dimensional input and one-dimension 

output GRNN model was built and same as the hybrid model. The fitting error of GRNN model is 
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higher than the other two model, but the forecasting error just higher than the hybrid model. Here 

also some studies showed that basic GRNN model performs better than ARIMA model in disease 

prediction.
16

 Same as other disease prediction model, the disease control department could assess 

the disease developing trend with the help of the hybrid ARIAM-GRNN model. In a short term, 

the prediction values have same trend with the actual values. It means if the predictive values 

continue to rise, an outbreak should be alerted. Besides, disease prediction model is developed to 

evaluate the effectiveness of diseases intervention strategies like vaccine. An effective control 

measure will make the actual values lower than the predicted results. Something noteworthy is 

that these two functions are based on short terms. The incidence of infectious disease is influenced 

by some uncontrollable factors, like HFRS is infected by weather, climate, human activities and so 

on.
26-28

 These factors may keep stable in a short period and might change in a long run.  

Several limitations of this study should be noted. As is shown above, the prediction model was 

merely developed for short-term forecasting. Maintaining the prediction performance for months 

or years requires constantly update of data and model. Besides, this study only considered the 

incidence of HFRS in China, weather the hybrid model is suitable for other countries is still 

unclear and larger samples are needed to test. 

 

Conclusions 

The hybrid ARIMA-GRNN model is superior than the single ARIMA model and basic GRNN 

model both in fitting part and forecasting part in monthly incidence of HFRS in China. The data 

should keep update to maintain the forecasting performance. This hybrid model should be 

considered as a decision-making tool in HFRS prevention and control. 
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S1 Table The data of HFRS incidence in China from January 2011 to May 2018 

 

2011 2012 2013 2014 2015 2016 2017 2018 

Jan. 1082 1115 1437 1072 1016 949 785 1180 

Feb. 551 765 848 876 700 644 654 598 

Mar. 609 793 998 1008 809 745 764 874 

Apr. 625 773 1081 1008 808 699 742 959 

May 885 947 1318 1106 1011 828 1094 1253 

Jun. 923 1044 1260 1095 1077 857 1105 

 Jul. 670 765 1023 836 760 617 812 

 Aug. 424 447 592 541 438 420 409 

 Sept. 376 395 517 544 447 394 359 

 Oct. 959 1296 1136 910 777 631 764 

 Nov. 2268 3000 1811 1744 1614 1248 2021 

 Dec. 1951 2578 1547 1454 1355 1250 2150 
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30 ABSTRACT
31 Objectives Hemorrhagic fever with renal syndrome (HFRS) is a serious threat to public health in 
32 China, accounting for almost 90% cases reported globally. Infectious disease prediction may help 
33 in disease prevention despite some uncontrollable influence factors. This study conducted a 
34 comparison between a hybrid model and two single models in forecasting the monthly incidence 
35 of HFRS in China.
36 Design Time-series study.
37 Setting The People’s Republic of China
38 Methods Autoregressive integrated moving average (ARIMA) model, generalized regression 
39 neural network (GRNN) model and hybrid ARIMA-GRNN model were constructed by R 3.4.3 
40 software. The monthly reported incidence of HFRS from January 2011 to December 2017 were 
41 adopted to evaluate models’ fitting performance. Data from January to May 2018 were used to 
42 demonstrate the models’ forecasting performance. Root mean square error (RMSE), mean 
43 absolute error (MAE) and mean absolute percentage error (MAPE) were adopted to evaluate 
44 these models’ effectiveness.
45 Results The monthly incidence of HFRS in the past several years showed a slight downtrend and 
46 obvious seasonal variation. A total of four plausible ARIMA models were built and 
47 ARIMA(2,1,1)(2,1,1)12 model was selected as the optimal model in HFRS fitting. The smooth 
48 factors of the basic GRNN model and the hybrid model were 0.027 and 0.043 respectively. The 
49 RMSE of ARIMA(2,1,1)(2,1,1)12 model, basic GRNN model and hybrid model were 138.8356, 
50 265.7046 and 140.6426 respectively in fitting part and 220.6269, 202.1648 and 196.4682 
51 respectively in forecasting part. The single ARIMA model was better in fitting while hybrid model 
52 was the best in prediction.
53 Conclusions The hybrid ARIMA-GRNN model was better than single ARIMA and basic GRNN 
54 model in forecasting monthly incidence of HFRS in China. It could be considered as a 
55 decision-making tool in HFRS prevention and control.
56
57 Strengths and limitations of this study
58  The monthly incidence of hemorrhagic fever with renal syndrome (HFRS) in China showed 
59 an uptrend since January 2018, so it is crucial to predict the development of HFRS and 
60 prevent it outbreak.
61  This study evaluated the performance of autoregressive integrated moving average (ARIMA) 
62 model and generalized regression neural network (GRNN) model and hybrid ARIMA-GRNN 
63 model in forecasting incidence of HFRS in China, the results could give a reference to choose 
64 suitable model in HFRS prediction.
65  The reported data we collected may slightly differ from the actual incidence number since 
66 reported data came from monitor, it may not include the person who was infected but not 
67 went to test. 
68  Many factors could influence the incidence of HFRS but only time factor in study period was 
69 considered in our models, thus data should be updated to maintain the model’s accuracy.
70  There are lots of prediction model and this study only compared three of them, further 
71 comparison is needed to choose the best model for HFRS forecasting.
72
73 BACKGROUND
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74 Hantavirus is a member of family Bunyaviridae which contains the most important zoonotic 
75 pathogens of humans.1 Two categories of hantaviruses are Old World (Asia and Europe) virus that 
76 causes hemorrhagic fever with renal syndrome (HFRS), and New World (Americas) virus that 
77 causes hantavirus pulmonary syndrome (HPS).2, 3 Hantaviruses are spread through the infected 
78 mammals’ urine, faces, and saliva. People can be infected mainly through respiratory tract, 
79 alimentary tract and skin/mucus membrane abrasion. The onset symptoms of HFRS are fever, 
80 circulatory collapse with hypotension, hemorrhage and acute kidney injury (AKI).4, 5 The hallmark 
81 of HFRS is capillary leak syndrome, which causes edema and hemorrhage and threatens people’s 
82 life.6, 7 Cases of HFRS are widely distributed in eastern Asia, particularly in China, Russia and 
83 Korea.8 It is reported that the number of HFRS cases in China accounts for almost 90% of the total 
84 cases worldwide.9, 10 Some comprehensive control activities such as effective vaccine and rodent 
85 elimination have achieved remarkable effects, while the incidence of HFRS is still high owing to 
86 some uncontrollable factors.11, 12 Thus it is important to forecast the diseases trends and get early 
87 warning before disease outbreak.
88 Statistic models such as linear regression, artificial neural network and grey model have been 
89 widely used in time series forecasting.13, 14 Reliable forecasting plays an important role in 
90 infectious diseases control before pandemic or outbreak. Autoregressive integrated moving 
91 average (ARIMA) model is one of the most popular methods in diseases prediction. The principle 
92 of ARIMA model contains filtering out the high-frequency noise in the data, detecting local trends 
93 based on linear dependence and forecasting the development trends. The limitation of this model 
94 is that ARIMA can only analyze the linear part of infectious disease series.15 However, the 
95 non-linear part of epidemic data may not be white noise, which means some information may be 
96 lost by ARIMA model. To overcome the inherent defect of ARIMA model, an artificial neural 
97 network (ANN) model was adopted. ANN is a conceptualized mathematical non-linear 
98 classification model inspired by the behavior of biological networks of neurons.16, 17 The 
99 generalized regression neural network (GRNN) is a member of ANN family and has unique ability 

100 of accelerated learning and greater capability for non-linear fitting. The hybrid ARIMA-GRNN 
101 model has both advantages of ARIMA model and GRNN model, it means that both the linear part 
102 and non-linear part of time series could be fitted by this hybrid model. 
103 Some researches indicated that the hybrid model had better incidence forecasting performance 
104 than single ARIMA model and basic GRNN model in infectious diseases,18 while the best model 
105 in predicting the incidence of HFRS in China is still unclear. Besides, some studies had compared 
106 the performance of hybrid ARIMA-GRNN model with other models19 despite the comparison 
107 between the hybrid model with two single models in HFRS prediction is rare. This study aims to 
108 develop a single ARIMA model, a basic GRNN model and a hybrid ARIMA-GRNN model to fit 
109 and predict the monthly incidence of HFRS in China. The fitting and forecasting performance of 
110 these three models were compared to determine the best one, which is suggested to be employed 
111 in the provision of reference information for HFRS control.
112
113 METHODS
114
115 Data sources
116 The monthly reported incidence data of HFRS in China from January 2011 to May 2018 were 
117 collected from the official website of National Health Commission of the People’s Republic of 
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118 China (Ministry of Health). All HFRS cases in mainland China must be reported to the National 
119 Health Commission through the Infectious Disease Surveillance System within 24 hours. The data 
120 was separated into model building part and model forecasting part. According to some researches, 
121 the data from January 2011 to December 2017 were adopted to build model while data from 
122 January to May 2018 were used for model verification. 
123 Single ARIMA model
124 The ARIMA model is usually shown as ARIMA (p, d, q)(P,D,Q)S while the parameters mean 
125 non-seasonal and seasonal order of auto-regression, the degree of difference and moving average 
126 respectively, the subscript means the length of cyclical pattern. An ARIMA model is developed by 
127 time series stationary, parameter estimation and model check.20

128 Time series stationary is the first requirement for ARIMA model establishment, it means no 
129 fluctuation or periodicity over time. The Augmented Dickey-Fuller (ADF) unit-root test could 
130 help estimating whether the time series is stationary or not. Log transformation and differences are 
131 frequently adopted to stabilize the time series.
132 The parameter D is the length of seasonal difference and d is the length of trend difference, 
133 these two parameters are determined when original series is stable. The parameters of p, q, P and 
134 Q are determined by researcher’s personal experience through the autocorrelation function (ACF) 
135 graph and partial autocorrelation (PACF) graph of stationary series. Generally, more than one 
136 values may be given to each parameter so that several plausible models could be combined.
137 Since the best model must have the highest accuracy in disease prediction, some substandard 
138 models are excluded. A suitable model must show statistical significance in parameter test and get 
139 white noise sequence in residual test. Besides, the best model should have the lowest Akaike 
140 information criterion (AIC) value than other combined models.
141 Basic GRNN model
142 The GRNN model is built based on non-linear regression theory. The input layer, pattern layer, 
143 summation layer and output layer are involved in the construction of GRNN model.21 Its inherent 
144 function is to identify the relationship between each input value and output value. Initially, the 
145 original data are divided into training set and test set. The test set can be the last two data or two 
146 random data of original series, the rest are adopted as the training set. Smoothing factor is the only 
147 parameter of GRNN which means the network could not be affected by human. A series of 
148 smoothing factors were tested by a circular program through Matlab software. Generally, there are 
149 more than one possible value of smoothing factor and the best one must have the lowest root mean 
150 square error (RMSE). Finally, all the original data were adopted as input part to predict the future 
151 data by the GRNN model which was built with the best smoothing factor.
152 Hybrid ARIMA-GRNN Model
153 The ARIMA model has advantage in extracting and fitting the linear part of the original time 
154 series, while the non-linear information in residual is abandoned. GRNN model is combined 
155 thanks to its capacity in data mining, so that the limitation of ARIMA model could be overcome. 
156 The hybrid ARIMA-GRNN model is developed to demonstrate if it has the highest accuracy in 
157 HFRS incidence prediction.
158 To develop the hybrid model, the input values are the fitting data of ARIMA model while the 
159 output values are actual data. Same with the basic GRNN model, the last two samples or two 
160 randomly selected samples of original series are used as testing set and the rest are used as training 
161 set to find the best smoothing factor and rebuilt the GRNN model. Finally, the forecasted values of 
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162 ARIMA model is used as the input data of hybrid model to get the output predictive values.
163 Model comparison
164 The forecasting effects of ARIMA model, GRNN model and hybrid ARIMA-GRNN model are 
165 estimated with RMSE, mean absolute error (MAE) and mean absolute percentage error (MAPE).22 
166 Excel 2016 was used to build the database, R 3.4.3 software was used to create the ARIMA 
167 model, the Matlab R2016a software was used to create the basic GRNN model and hybrid 
168 ARIMA-GRNN model.
169 Patient and public involvement
170 In this study, no patients or public was involved.
171 Ethics
172 Since no primary data collection was undertaken, no patient or public was involved, no formal 
173 ethical assessment or informed consent was required.
174
175 RESULTS
176
177 Single ARIMA model
178 The monthly incidence data of HFRS in China from January 2011 to December 2017 was used to 
179 develop the ARIMA model (figure 1). As shown in the original time series graph, the HFRS 
180 incidence showed seasonal variation and the period was 12 months (s=12). A slightly declining 
181 trend can be seen and it means the time series was not stationary. Trend difference (d=1) and 
182 seasonal difference (D=1) were done to eliminate the instability. The ADF test showed that the 
183 differenced time sequence was stationary (t statistics was -4.7201, P=0.0100).
184
185 Figure 1 Monthly incidence of HFRS in China from January 2011 to December 2017.
186
187 The ACF graph and PACF graph (figure 2) were applied to explore the parameters of the 
188 ARIMA model. Four appropriate models were chosen by residual test and filtered by AIC value. 
189 The AIC values of ARIMA(1,1,1)(1,1,1)12 ARIMA(1,1,1)(2,1,1)12 ARIMA(2,1,1)(1,1,1)12 

190 ARIMA(2,1,1)(2,1,1)12  were 950.48, 944.68, 940.55 and 936.61 respectively. The 
191 ARIMA(2,1,1)(2,1,1)12 model had the lowest AIC value and was chosen as the most suitable 
192 model in HFRS prediction. The residual test showed white noise (figure 3).
193
194 Figure 2 The ACF and PACF graphs of differenced HFRS incidence series.
195 Figure 3 Residual white noise test
196
197 Basic GRNN model
198 The samples from January 2011 to December 2017 were adopted to develop the network. The last 
199 two samples were used as testing samples while the others were training samples. To determine 
200 the optimal smoothing factors, a series of smoothing factors were tested. The smoothing factor 
201 with the minimum RMSE was selected as the optimal one. Figure 4 shows the RMSE of these 
202 smoothing factors and it can be found that the optimal smoothing factor of the one-dimensional 
203 input and one-dimensional output GRNN model was 0.027.
204
205 Figure 4 The selection of basic GRNN model and hybrid ARIMA-GRNN model
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206
207 Hybrid ARIMA-GRNN model
208 The fitted data of ARIMA model from January 2011 to December 2017 were used as the input 
209 samples for the GRNN model and the actual HFRS values were used as the output samples to 
210 training the hybrid ARIMA-GRNN model. The RMSE of hybrid model was the lowest when the 
211 smoothing factor was 0.043 (figure 4), so 0.043 was selected to develop the GRNN model. 
212 Subsequently, the forecasting outcomes of ARIMA model from January 2018 to May 2018 were 
213 selected as the entry value of the ARIMA-GRNN model, and the output values were the predictive 
214 values of the hybrid model.
215 Finally, all three models had forecasted the HFRS incidence in China from January to May 
216 2018. The forecasting performance parameters of the three models for the fitting and forecasting 
217 parts are shown in Table 1. The curves of the three models and the actual HFRS incidence series 
218 are depicted in figure 5. In this figure, the curves were divided into fitting part and forecasting part 
219 by a vertical dashed line, the left is fitting part while the forecasting part is on right. 
220 Table 1. The fitting and forecasting performance of three models.

            Fitting part                                         Forecasting part                        
Predicting error MAPE MAE RMSE MAPE MAE RMSE
ARIMA 9.1154 89.0302 138.8356 21.0212 175.7042 220.6269
GRNN 10.7332 134.596 265.7046 19.2029 177.0356 202.1684
ARIMA-GRNN 9.6083 85.0429 140.6426 17.8026 152.3013 196.4682

221
222 Figure 5 The fitting and forecasting curves of three models and the actual HFRS incidence series
223
224 DISCUSSION
225
226 In this study, a hybrid model was constructed based on traditional ARIMA model and basic 
227 GRNN model. Three different models were compared in fitting and forecasting performance and 
228 the results showed that the hybrid ARIMA-GRNN model was the best model in predicting the 
229 monthly reported incidence of HFRS in China. Thus we consider the hybrid model as a 
230 decision-making tool to give some suggestion in public health policy decision.
231 The characteristic of monthly incidence of HFRS in China is suitable for ARIMA model and 
232 GRNN model. As shown in the results, the incidence of HFRS in China has a slight decreasing 
233 trend and a bimodal seasonal cases distribution, which are same with other studies.23, 24 The 
234 incidence reaches peak in winter rapidly and has a longer lasting peak in Spring. Autumn to winter 
235 peak is the other peak, which is lower than the winter to spring one. Two reasons may could 
236 explain this seasonal distribution. People are more likely to be exposed to the disease due to 
237 increased activities in these two seasons and rodent behavior changes with climate change.25, 26 
238 Besides, the distribution and peak value might change with different hantaviruses types.
239 The hybrid ARIMA-GRNN model was superior among three models even with imperfect 
240 fitting performance. ARIMA model is one of the most commonly used methods in infectious 
241 diseases prediction and has been proved with high accuracy. In this study, the traditional ARIMA 
242 model was used as the basic model for evaluating the performance of other models. The results 
243 showed that single ARIMA model and basic GRNN model were better than hybrid model in data 
244 fitting according to lower MAE and MAPE. Even some unmeasurable factors may impact data 
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245 fitting, the forecasting performance should be at the first consideration.21 The MAPE, MAE, 
246 RMSE of hybrid model in validation part were lower than single ARIMA model or basic GRNN 
247 model. Some studies built the hybrid model with tuberculosis incidence or hand-foot-mouth 
248 disease incidence19,27, 28 and the results showed that hybrid ARIMA-GRNN model had less error 
249 than single model both in modeling and forecasting stage, which is different with our study. Thus 
250 we hypothesis that diseases characteristics may affect the model performance and the best 
251 predictive model of each infectious disease is different. Model in this study could only fit the 
252 incidence of HFRS in China, its performance in other diseases or other nation needs further 
253 research.
254 The time series prediction model was developed as a new potential tool for infectious diseases 
255 incidence prediction in recent years. In this study, hybrid ARIMA-GRNN model was chose as a 
256 potential outbreak warning tool. Same with other disease prediction models, the disease control 
257 department could assess the disease developing trend with the help of the hybrid ARIAM-GRNN 
258 model. In a short term, the prediction values have same trend with the actual values. It means if 
259 the predictive values continue to rise, an outbreak should be alerted. Besides, disease prediction 
260 model is developed to evaluate the effectiveness of diseases intervention strategies like vaccine. 
261 An effective control measure will make the actual values lower than the predicted results. 
262 Something noteworthy is that these two functions are based on short terms. The incidence of 
263 infectious disease is influenced by some uncontrollable factors and HFRS is infected by weather, 
264 climate, human activities and so on.29-31 These factors may keep stable in a short period and might 
265 change in a long run. 
266 Several limitations of this study should be noted. As is shown above, the prediction model was 
267 merely developed for short-term forecasting. Maintaining the prediction performance for months 
268 or years requires constantly update of data and model. Here we build three new models whose 
269 fitting data were HFRS incidence from January 2011 to December 2015 and data from January 
270 2016 to May 2018 were used to verification (Table S1). It showed that model with new data has 
271 higher accuracy. Besides, this study only considered the incidence of HFRS in China, weather the 
272 hybrid model is suitable for other countries is still unclear and larger samples are needed to test. 
273 At last, HFRS incidence data in this manuscript was total incidence in China, we can not explore 
274 the performance of these models in provincial incidence prediction. Spatial factor is an important 
275 factor that can affect HFRS development, so the applicability of results in this research need 
276 further study.
277
278 CONCLUSIONS
279 The hybrid ARIMA-GRNN model is superior than the single ARIMA model and basic GRNN 
280 model both in fitting and forecasting of monthly incidence of HFRS in China. The data should 
281 keep update to maintain the forecasting performance. This hybrid model should be considered as a 
282 decision-making tool in HFRS prevention and control.
283
284 Supporting information
285 S1 Table. The fitting and forecasting performance of three new models.
286
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The ACF and PACF graphs of differenced HFRS incidence series. 
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S1 Table The fitting and forecasting performance of three new models 

             Fitting part                                          Forecasting part                         

Predicting error MAPE MAE RMSE MAPE MAE RMSE 

ARIMA 10.2735 105.6382 155.7399 27.9010 259.9656 359.9456 

GRNN 33.4315 325.6638 512.7855 41.1768 299.8275 402.3660 

ARIMA-GRNN 22.5002 213.6670 248.8867 21.3148 221.3138 336.5332 
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Table 1. Checklist of Items to Include When Reporting a Study Developing or Validating a Multivariable Prediction Model for 
Diagnosis or Prognosis*

Section/Topic Item 
Development 
or Validation?

Checklist Item Page 

Title and abstract

Title 1 D;V
Identify the study as developing and/or validating a multivariable prediction 
model, the target population, and the outcome to be predicted

1

Abstract 2 D;V
Provide a summary of objectives, study design, setting, participants, sample 
size, predictors, outcome, statistical analysis, results, and conclusions

2

Introduction

3a D;V
Explain the medical context (including whether diagnostic or prognostic) and 
rationale for developing or validating the multivariable prediction model, 
including references to existing models

2-3
Background and 
objectives

3b D;V
Specify the objectives, including whether the study describes the development 
or validation of the model, or both

3

Methods

4a D;V
Describe the study design or source of data (e.g., randomized trial, cohort, or 
registry data), separately for the development and validation data sets, if 
applicable

3-4

Source of data

4b D;V
Specify the key study dates, including start of accrual; end of accrual; and, if 
applicable, end of follow-up

3-4

5a D;V
Specify key elements of the study setting (e.g., primary care, secondary care, 
general population) including number and location of centres

NA

5b D;V Describe eligibility criteria for participants NA
Participants

5c D;V Give details of treatments received, if relevant NA

6a D;V
Clearly define the outcome that is predicted by the prediction model, including 
how and when assessed

NA
Outcome

6b D;V Report any actions to blind assessment of the outcome to be predicted NA

7a D;V
Clearly define all predictors used in developing the multivariable prediction 
model, including how and when they were measured

5

Predictors

7b D;V
Report any actions to blind assessment of predictors for the outcome and 
other predictors

NA

Sample size 8 D;V Explain how the study size was arrived at 4

Missing data 9 D;V
Describe how missing data were handled (e.g., complete-case analysis, single 
imputation, multiple imputation) with details of any imputation method

NA

10a D Describe how predictors were handled in the analyses 4

10b D
Specify type of model, all model-building procedures (including any predictor 
selection), and method for internal validation

4

10c V For validation, describe how the predictions were calculated 4-5

Statistical analysis 
methods

10d D;V
Specify all measures used to assess model performance and, if relevant, to 
compare multiple models

5
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10e V
Describe any model updating (e.g., recalibration) arising from the validation, if 
done

NA

Risk groups 11 D;V Provide details on how risk groups were created, if done NA

Development vs. 
validation

12 V
For validation, identify any differences from the development data in setting, 
eligibility criteria, outcome, and predictors

3

Results

13a D;V
Describe the flow of participants through the study, including the number of 
participants with and without the outcome and, if applicable, a summary of the 
follow-up time. A diagram may be helpful

NA

13b D;V
Describe the characteristics of the participants (basic demographics, clinical 
features, available predictors), including the number of participants with 
missing data for predictors and outcome

NA
Participants

13c V
For validation, show a comparison with the development data of the 
distribution of important variables (demographics, predictors and outcome)

NA

14a D Specify the number of participants and outcome events in each analysis 5-6
Model 
development 14b D

If done, report the unadjusted association between each candidate predictor 
and outcome

NA

15a D
Present the full prediction model to allow predictions for individuals (i.e., all 
regression coefficients, and model intercept or baseline survival at a given time 
point)

5-6Model 
specification

15b D Explain how to use the prediction model 6-7

Model 
performance

16 D;V Report performance measures (with CIs) for the prediction model 6

Model updating 17 V
If done, report the results from any model updating (i.e., model specification, 
model performance)

6

Discussion

Limitations 18 D;V
Discuss any limitations of the study (such as nonrepresentative sample, few 
events per predictor, missing data)

7

19a V
For validation, discuss the results with reference to performance in the 
development data, and any other validation data

6-7

Interpretation

19b D;V
Give an overall interpretation of the results, considering objectives, limitations, 
results from similar studies, and other relevant evidence

6-7

Implications 20 D;V
Discuss the potential clinical use of the model and implications for future 
research

7

Other information

Supplementary 
information

21 D;V
Provide information about the availability of supplementary resources, such as 
study protocol, Web calculator, and data sets

7

Funding 22 D;V Give the source of funding and the role of the funders for the present study NA

* Items relevant only to the development of a prediction model are denoted by D, items relating solely to a validation of a prediction 
model are denoted by V, and items relating to both are denoted D;V. We recommend using the TRIPOD Checklist in conjunction 
with the TRIPOD Explanation and Elaboration document.
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2

30 ABSTRACT
31 Objectives Hemorrhagic fever with renal syndrome (HFRS) is a serious threat to public health in 
32 China, accounting for almost 90% cases reported globally. Infectious disease prediction may help 
33 in disease prevention despite some uncontrollable influence factors. This study conducted a 
34 comparison between a hybrid model and two single models in forecasting the monthly incidence 
35 of HFRS in China.
36 Design Time-series study.
37 Setting The People’s Republic of China
38 Methods Autoregressive integrated moving average (ARIMA) model, generalized regression 
39 neural network (GRNN) model and hybrid ARIMA-GRNN model were constructed by R 3.4.3 
40 software. The monthly reported incidence of HFRS from January 2011 to May 2018 were 
41 adopted to evaluate models’ performance. Root mean square error (RMSE), mean absolute error 
42 (MAE) and mean absolute percentage error (MAPE) were adopted to evaluate these models’ 
43 effectiveness. Spatial stratified heterogeneity (SSH) of the time series was tested by month and 
44 another GRNN model was built with a new series.
45 Results The monthly incidence of HFRS in the past several years showed a slight downtrend and 
46 obvious seasonal variation. A total of four plausible ARIMA models were built and 
47 ARIMA(2,1,1)(2,1,1)12 model was selected as the optimal model in HFRS fitting. The smooth 
48 factors of the basic GRNN model and the hybrid model were 0.027 and 0.043 respectively. The 
49 single ARIMA model was the best in fitting part (MAPE=9.1154, MAE=89.0302, RMSE=138.8356) 
50 while the hybrid model was the best in prediction (MAPE=17.8335, MAE=152.3013, 
51 RMSE=196.4682). GRNN model was revised by building model with new series and the 
52 forecasting performance of revised model (MAPE=17.6095, MAE=163.8000, RMSE=169.4751) 
53 was better than original GRNN model (MAPE=19.2029, MAE=177.0356, RMSE=202.1684). 
54 Conclusions The hybrid ARIMA-GRNN model was better than single ARIMA and basic GRNN 
55 model in forecasting monthly incidence of HFRS in China. It could be considered as a 
56 decision-making tool in HFRS prevention and control.
57
58 Strengths and limitations of this study
59  The monthly incidence of hemorrhagic fever with renal syndrome (HFRS) in China showed 
60 an uptrend since January 2018, so it is crucial to predict the development of HFRS and 
61 prevent it outbreak.
62  This study evaluated the performance of autoregressive integrated moving average (ARIMA) 
63 model and generalized regression neural network (GRNN) model and hybrid ARIMA-GRNN 
64 model in forecasting incidence of HFRS in China, the results could give a reference to choose 
65 suitable model in HFRS prediction.
66  The reported data we collected may slightly differ from the actual incidence number since 
67 reported data came from monitor, it may not include the person who was infected but not 
68 went to test. 
69  Many factors could influence the incidence of HFRS but only time factor in study period was 
70 considered in our models, thus data should be updated to maintain the model’s accuracy. 
71 Besides, there are lots of prediction models and this study only compared three of them, 
72 further comparison is needed to choose the best model for HFRS forecasting.
73  Spatial stratified heterogeneity (SSH) should be tested in time series prediction research, 
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74 applying the prediction model in each spatial is an important way to improve the model’s 
75 performance.
76
77 BACKGROUND
78 Hantavirus is a member of family Bunyaviridae which contains the most important zoonotic 
79 pathogens of humans.1 Two categories of hantaviruses are Old World (Asia and Europe) virus that 
80 causes hemorrhagic fever with renal syndrome (HFRS), and New World (Americas) virus that 
81 causes hantavirus pulmonary syndrome (HPS).2, 3 Hantaviruses are spread through the infected 
82 mammals’ urine, faces, and saliva. People can be infected mainly through respiratory tract, 
83 alimentary tract and skin/mucus membrane abrasion. The onset symptoms of HFRS are fever, 
84 circulatory collapse with hypotension, hemorrhage and acute kidney injury (AKI).4, 5 The hallmark 
85 of HFRS is capillary leak syndrome, which causes edema and hemorrhage and threatens people’s 
86 life.6, 7 Cases of HFRS are widely distributed in eastern Asia, particularly in China, Russia and 
87 Korea.8 It is reported that the number of HFRS cases in China accounts for almost 90% of the total 
88 cases worldwide.9, 10 Some comprehensive control activities such as effective vaccine and rodent 
89 elimination have achieved remarkable effects, while the incidence of HFRS is still high owing to 
90 some uncontrollable factors.11, 12 Thus it is important to forecast the diseases trends and get early 
91 warning before disease outbreak.
92 Statistic models such as linear regression, artificial neural network and grey model have been 
93 widely used in time series forecasting.13, 14 Reliable forecasting plays an important role in 
94 infectious diseases control before pandemic or outbreak. Autoregressive integrated moving 
95 average (ARIMA) model is one of the most popular methods in diseases prediction. The principle 
96 of ARIMA model contains filtering out the high-frequency noise in the data, detecting local trends 
97 based on linear dependence and forecasting the development trends. The limitation of this model 
98 is that ARIMA can only analyze the linear part of infectious disease series.15 However, the 
99 non-linear part of epidemic data may not be white noise, which means some information may be 

100 lost by ARIMA model. To overcome the inherent defect of ARIMA model, an artificial neural 
101 network (ANN) model was adopted. ANN is a conceptualized mathematical non-linear 
102 classification model inspired by the behavior of biological networks of neurons.16, 17 The 
103 generalized regression neural network (GRNN) is a member of ANN family and has unique ability 
104 of accelerated learning and greater capability for non-linear fitting. The hybrid ARIMA-GRNN 
105 model has both advantages of ARIMA model and GRNN model, it means that both the linear part 
106 and non-linear part of time series could be fitted by this hybrid model. 
107 Some researches indicated that the hybrid model had better incidence forecasting performance 
108 than single ARIMA model and basic GRNN model in infectious diseases,18 while the best model 
109 in predicting the incidence of HFRS in China is still unclear. Besides, some studies had compared 
110 the performance of hybrid ARIMA-GRNN model with other models19 despite the comparison 
111 between the hybrid model with two single models in HFRS prediction is rare. This study aims to 
112 develop a single ARIMA model, a basic GRNN model and a hybrid ARIMA-GRNN model to fit 
113 and predict the monthly incidence of HFRS in China. The fitting and forecasting performance of 
114 these three models were compared to determine the best one, which is suggested to be employed 
115 in the provision of reference information for HFRS control.
116
117 METHODS
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118
119 Data sources
120 The monthly reported incidence data of HFRS in China from January 2011 to May 2018 were 
121 collected from the official website of National Health Commission of the People’s Republic of 
122 China (Ministry of Health). All HFRS cases in mainland China must be reported to the National 
123 Health Commission through the Infectious Disease Surveillance System within 24 hours. The data 
124 was separated into model building part and model forecasting part. According to some researches, 
125 the data from January 2011 to December 2017 were adopted to build model while data from 
126 January to May 2018 were used for model verification. 
127 Single ARIMA model
128 The ARIMA model is usually shown as ARIMA (p, d, q)(P,D,Q)S while the parameters mean 
129 non-seasonal and seasonal order of auto-regression, the degree of difference and moving average 
130 respectively, the subscript means the length of cyclical pattern. An ARIMA model is developed by 
131 time series stationary, parameter estimation and model check.20

132 Time series stationary is the first requirement for ARIMA model establishment, it means no 
133 fluctuation or periodicity over time. The Augmented Dickey-Fuller (ADF) unit-root test could 
134 help estimating whether the time series is stationary or not. Log transformation and differences are 
135 frequently adopted to stabilize the time series.
136 The parameter D is the length of seasonal difference and d is the length of trend difference, 
137 these two parameters are determined when original series is stable. The parameters of p, q, P and 
138 Q are determined by researcher’s personal experience through the autocorrelation function (ACF) 
139 graph and partial autocorrelation (PACF) graph of stationary series. Generally, more than one 
140 values may be given to each parameter so that several plausible models could be combined.
141 Since the best model must have the highest accuracy in disease prediction, some substandard 
142 models are excluded. A suitable model must show statistical significance in parameter test and get 
143 white noise sequence in residual test. Besides, the best model should have the lowest Akaike 
144 information criterion (AIC) value than other combined models.
145 Basic GRNN model
146 The GRNN model is built based on non-linear regression theory. The input layer, pattern layer, 
147 summation layer and output layer are involved in the construction of GRNN model.21 Its inherent 
148 function is to identify the relationship between each input value and output value. Initially, the 
149 original data are divided into training set and test set. The test set can be the last two data or two 
150 random data of original series, the rest are adopted as the training set. Smoothing factor is the only 
151 parameter of GRNN which means the network could not be affected by human. A series of 
152 smoothing factors were tested by a circular program through Matlab software. Generally, there are 
153 more than one possible value of smoothing factor and the best one must have the lowest root mean 
154 square error (RMSE). Finally, all the original data were adopted as input part to predict the future 
155 data by the GRNN model which was built with the best smoothing factor.
156 Hybrid ARIMA-GRNN Model
157 The ARIMA model has advantage in extracting and fitting the linear part of the original time 
158 series, while the non-linear information in residual is abandoned. GRNN model is combined 
159 thanks to its capacity in data mining, so that the limitation of ARIMA model could be overcome. 
160 The hybrid ARIMA-GRNN model is developed to demonstrate if it has the highest accuracy in 
161 HFRS incidence prediction.
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162 To develop the hybrid model, the input values are the fitting data of ARIMA model while the 
163 output values are actual data. Same with the basic GRNN model, the last two samples or two 
164 randomly selected samples of original series are used as testing set and the rest are used as training 
165 set to find the best smoothing factor and rebuilt the GRNN model. Finally, the forecasted values of 
166 ARIMA model is used as the input data of hybrid model to get the output predictive values.
167 Model revision
168 Spatial stratified heterogeneity (SSH) refers to the phenomenon that within strata are more similar 
169 than between strata.22 SSH is an unavoidable confounder in global model application, especially in 
170 areas with huge region.23 The “spatial” not only refer to geospatial meaning, but also mathematical 
171 meaning, such as gender, region and education level. In this study, SSH was tested by month to 
172 demonstrate if there were different strata in HFRS incidence series. The prediction model will be 
173 built in different strata if SSH test is significant. 
174 Model comparison
175 The forecasting effects of ARIMA model, GRNN model and hybrid ARIMA-GRNN model are 
176 estimated with RMSE, mean absolute error (MAE) and mean absolute percentage error (MAPE).24 
177 Excel 2016 was used to build the database, R 3.4.3 software was used to create the ARIMA 
178 model, the Matlab R2016a software was used to create the basic GRNN model and hybrid 
179 ARIMA-GRNN model. GeoDetector software was used for SSH test.
180 Patient and public involvement
181 In this study, no patients or public was involved.
182 Ethics
183 Since no primary data collection was undertaken, no patient or public was involved, no formal 
184 ethical assessment or informed consent was required.
185
186 RESULTS
187
188 Single ARIMA model
189 The monthly incidence data of HFRS in China from January 2011 to December 2017 was used to 
190 develop the ARIMA model (figure 1). As shown in the original time series graph, the HFRS 
191 incidence showed seasonal variation and the period was 12 months (s=12). A slightly declining 
192 trend can be seen and it means the time series was not stationary. Trend difference (d=1) and 
193 seasonal difference (D=1) were done to eliminate the instability. The ADF test showed that the 
194 differenced time sequence was stationary (t statistics was -4.7201, P=0.0100).
195
196 Figure 1 Monthly incidence of HFRS in China from January 2011 to December 2017.
197
198 The ACF graph and PACF graph (figure 2) were applied to explore the parameters of the 
199 ARIMA model. Four appropriate models were chosen by residual test and filtered by AIC value. 
200 The AIC values of ARIMA(1,1,1)(1,1,1)12 ARIMA(1,1,1)(2,1,1)12 ARIMA(2,1,1)(1,1,1)12 

201 ARIMA(2,1,1)(2,1,1)12  were 950.48, 944.68, 940.55 and 936.61 respectively. The 
202 ARIMA(2,1,1)(2,1,1)12 model had the lowest AIC value and was chosen as the most suitable 
203 model in HFRS prediction. The residual test showed white noise (figure 3).
204
205 Figure 2 The ACF and PACF graphs of differenced HFRS incidence series.
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206 Figure 3 Residual white noise test
207
208 Basic GRNN model
209 The samples from January 2011 to December 2017 were adopted to develop the network. The last 
210 two samples were used as testing samples while the others were training samples. To determine 
211 the optimal smoothing factors, a series of smoothing factors were tested. The smoothing factor 
212 with the minimum RMSE was selected as the optimal one. Figure 4 shows the RMSE of these 
213 smoothing factors and it can be found that the optimal smoothing factor of the one-dimensional 
214 input and one-dimensional output GRNN model was 0.027.
215
216 Figure 4 The selection of basic GRNN model and hybrid ARIMA-GRNN model
217
218 Hybrid ARIMA-GRNN model
219 The fitted data of ARIMA model from January 2011 to December 2017 were used as the input 
220 samples for the GRNN model and the actual HFRS values were used as the output samples to 
221 training the hybrid ARIMA-GRNN model. The RMSE of hybrid model was the lowest when the 
222 smoothing factor was 0.043 (figure 4), so 0.043 was selected to develop the GRNN model. 
223 Subsequently, the forecasting outcomes of ARIMA model from January 2018 to May 2018 were 
224 selected as the entry value of the ARIMA-GRNN model, and the output values were the predictive 
225 values of the hybrid model.
226 Finally, all three models had forecasted the HFRS incidence in China from January to May 
227 2018. The forecasting performance parameters of the three models for the fitting and forecasting 
228 parts are shown in Table 1. The curves of the three models and the actual HFRS incidence series 
229 are depicted in figure 5. In this figure, the curves were divided into fitting part and forecasting part 
230 by a vertical dashed line, the left is fitting part while the forecasting part is on right. 
231 Table 1. The fitting and forecasting performance of three models.

            Fitting part                                         Forecasting part                        
Predicting error MAPE MAE RMSE MAPE MAE RMSE
ARIMA 9.1154 89.0302 138.8356 21.0212 175.7042 220.6269
GRNN 10.7332 134.596 265.7046 19.2029 177.0356 202.1684
ARIMA-GRNN 9.6083 85.0429 140.6426 17.8335 152.3013 196.4682

232
233 Figure 5 The fitting and forecasting curves of three models and the actual HFRS incidence series
234
235 Model revision
236 HFRS incidence time series from January 2011 to December 2017 was partitioned to 12 strata 
237 according to their months and SSH was tested. The results showed a q statistic with 0.776 and a p 
238 value with 0.000, the SSH was significant. Given these results, the prediction was applied in each 
239 strata.
240 A total of 12 new time series were established and each one has data with same month of 
241 each year. The sample size of each series was 7. Since the ARIMA model requires a series with 
242 large sample size, thus we built GRNN model to explore whether the strata help improve the 
243 model’s performance. The verification data were actual HFRS incidence from January to May 
244 2018, thus we built five revised GRNN models with new series. The relative error of these revised 
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245 GRNN models were showed in Table 2. The average relative error of revised GRNN model was 
246 17.61%, which was lower than 17.83% of original GRNN model. The MAPE, MAE and RMSE of 
247 revised model were 17.6095, 163.8000, 169.4751, respectively. These results indicated that the 
248 revised model was better than original GRNN model and application of prediction model in 
249 different strata was important to model’s performance improvement.
250 Table 2. The relative error of GRNN model in HFRS forecasting.

Original GRNN model  Revised GRNN model
Actual
value

Forecasted 
value

Relative 
error(%)

Forecasted 
value

Relative 
error(%)

Jan. 1180 843 28.56 1016 13.90
Feb. 598 729 21.91 765 27.93
Mar. 874 828 5.26 998 14.19
Apr. 959 809 15.64 1081 12.72
May 1253 1030 17.80 1011 19.31

251
252 DISCUSSION
253
254 In this study, a hybrid model was constructed based on traditional ARIMA model and basic 
255 GRNN model. These three different models were compared in fitting and forecasting performance 
256 and the results showed that the hybrid ARIMA-GRNN model was the best model in predicting the 
257 monthly reported incidence of HFRS in China. The hybrid model might be a potential 
258 decision-making tool to give some suggestion in public health policy decision. However, focusing 
259 on spatial SSH and developing prediction model in different strata help improve model’s 
260 performance. A hybrid ARIMA-GRNN model built with data of same month of each year might 
261 be better than the existing hybrid model. 
262 The characteristic of monthly incidence of HFRS in China is suitable for ARIMA model and 
263 GRNN model. As shown in the results, the incidence of HFRS in China has a slight decreasing 
264 trend and a bimodal seasonal cases distribution, which are same with other studies.25, 26 The 
265 incidence reaches peak in winter rapidly and has a longer lasting peak in Spring. Autumn to winter 
266 peak is the other peak, which is lower than the winter to spring one. Two reasons may could 
267 explain this seasonal distribution. People are more likely to be exposed to the disease due to 
268 increased activities in these two seasons and rodent behavior changes with climate change.27, 28 
269 Besides, the distribution and peak value might change with different hantaviruses types.
270 The hybrid ARIMA-GRNN model was superior among three models even with imperfect 
271 fitting performance. ARIMA model is one of the most commonly used methods in infectious 
272 diseases prediction and has been proved with high accuracy. In this study, the traditional ARIMA 
273 model was used as the basic model for evaluating the performance of other models. The results 
274 showed that single ARIMA model and basic GRNN model were better than hybrid model in data 
275 fitting according to lower MAE and MAPE. Even some unmeasurable factors may impact data 
276 fitting, the forecasting performance should be at the first consideration.21 The MAPE, MAE, 
277 RMSE of hybrid model in validation part were lower than single ARIMA model or basic GRNN 
278 model. Some studies built the hybrid model with tuberculosis incidence or hand-foot-mouth 
279 disease incidence19,29, 30 and the results showed that hybrid ARIMA-GRNN model had less error 
280 than single model both in modeling and forecasting stage, which is different with our study. Thus 
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281 we hypothesis that diseases characteristics may affect the model performance and the best 
282 predictive model of each infectious disease is different. Model in this study could only fit the 
283 incidence of HFRS in China, its performance in other diseases or other nation needs further 
284 research.
285 The time series prediction model was developed as a new potential tool for infectious diseases 
286 incidence prediction in recent years. In this study, hybrid ARIMA-GRNN model was chose as a 
287 potential outbreak warning tool. Same with other disease prediction models, the disease control 
288 department could assess the disease developing trend with the help of the hybrid ARIAM-GRNN 
289 model. In a short term, the prediction values have same trend with the actual values. It means if 
290 the predictive values continue to rise, an outbreak should be alerted. Besides, disease prediction 
291 model is developed to evaluate the effectiveness of diseases intervention strategies like vaccine. 
292 An effective control measure will make the actual values lower than the predicted results. 
293 Something noteworthy is that these two functions are based on short terms. The incidence of 
294 infectious disease is influenced by some uncontrollable factors and HFRS is infected by weather, 
295 climate, human activities and so on.31-33 These factors may keep stable in a short period and might 
296 change in a long run. 
297 SSH is unavoidable in prediction model application and developing model in different strata is 
298 a common way to deal with this confounding. In this study, we partitioned the original series to 12 
299 different series by month in order to relieve confounding. Due to the little sample size of each 
300 series, seven data are not enough to build ARIMA. Thus the traditional ARIMA model and hybrid 
301 ARIMA-GRNN model could not be revised. The GRNN model requires less about sample size so 
302 it was revised. Five revised GRNN model showed a better forecasting performance than original 
303 GRNN model. These results alert the SSH confounder in time series prediction model application, 
304 especially in huge region or diverse territory and the results also remind us of building model in 
305 same strata. According to these results, it could be inferred that revised ARIMA model and hybrid 
306 model may have better performance than existing models. More data are needed to revised these 
307 two models.
308 Several limitations of this study should be noted. As is shown above, the prediction model was 
309 merely developed for short-term forecasting. Maintaining the prediction performance for months 
310 or years requires constantly update of data and model. Here we build three new models whose 
311 fitting data were HFRS incidence from January 2011 to December 2015 and data from January 
312 2016 to May 2018 were used to verification (Table S1). It showed that model with new data has 
313 higher accuracy. Besides, this study only analyzed the incidence of HFRS in China from January 
314 2011 to December 2017 and the sample size is not enough when building model in different strata. 
315 Although the revised GRNN model demonstrated that SSH should be considered, the 
316 ARIMA-GRNN model were not revised due to little sample size. A time series with more data 
317 than this study is required to revised the hybrid model and improve the model’s performance. At 
318 last, HFRS incidence data in this manuscript was total incidence in China, we can not explore the 
319 performance of these models in provincial incidence prediction. Spatial factor is an important 
320 factor that can affect HFRS development, so the applicability of results in this research need 
321 further study.
322
323 CONCLUSIONS
324 The hybrid ARIMA-GRNN model is superior than the single ARIMA model and basic GRNN 
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325 model both in fitting and forecasting of monthly incidence of HFRS in China. The data should 
326 keep update to maintain the forecasting performance. This hybrid model should be considered as a 
327 decision-making tool in HFRS prevention and control.
328
329 Supporting information
330 S1 Table. The fitting and forecasting performance of three new models.
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The ACF and PACF graphs of differenced HFRS incidence series. 
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The fitting and forecasting curves of the three models and the actual HFRS incidence series 
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S1 Table The fitting and forecasting performance of three new models 

             Fitting part                                          Forecasting part                         

Predicting error MAPE MAE RMSE MAPE MAE RMSE 

ARIMA 10.2735 105.6382 155.7399 27.9010 259.9656 359.9456 

GRNN 33.4315 325.6638 512.7855 41.1768 299.8275 402.3660 

ARIMA-GRNN 22.5002 213.6670 248.8867 21.3148 221.3138 336.5332 
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Table 1. Checklist of Items to Include When Reporting a Study Developing or Validating a Multivariable Prediction Model for 
Diagnosis or Prognosis*

Section/Topic Item 
Development 
or Validation?

Checklist Item Page 

Title and abstract

Title 1 D;V
Identify the study as developing and/or validating a multivariable prediction 
model, the target population, and the outcome to be predicted

1

Abstract 2 D;V
Provide a summary of objectives, study design, setting, participants, sample 
size, predictors, outcome, statistical analysis, results, and conclusions

2

Introduction

3a D;V
Explain the medical context (including whether diagnostic or prognostic) and 
rationale for developing or validating the multivariable prediction model, 
including references to existing models

3
Background and 
objectives

3b D;V
Specify the objectives, including whether the study describes the development 
or validation of the model, or both

3

Methods

4a D;V
Describe the study design or source of data (e.g., randomized trial, cohort, or 
registry data), separately for the development and validation data sets, if 
applicable

4

Source of data

4b D;V
Specify the key study dates, including start of accrual; end of accrual; and, if 
applicable, end of follow-up

4

5a D;V
Specify key elements of the study setting (e.g., primary care, secondary care, 
general population) including number and location of centres

NA

5b D;V Describe eligibility criteria for participants NA
Participants

5c D;V Give details of treatments received, if relevant NA

6a D;V
Clearly define the outcome that is predicted by the prediction model, including 
how and when assessed

NA
Outcome

6b D;V Report any actions to blind assessment of the outcome to be predicted NA

7a D;V
Clearly define all predictors used in developing the multivariable prediction 
model, including how and when they were measured

4-5

Predictors

7b D;V
Report any actions to blind assessment of predictors for the outcome and 
other predictors

NA

Sample size 8 D;V Explain how the study size was arrived at 4

Missing data 9 D;V
Describe how missing data were handled (e.g., complete-case analysis, single 
imputation, multiple imputation) with details of any imputation method

NA

10a D Describe how predictors were handled in the analyses 4

10b D
Specify type of model, all model-building procedures (including any predictor 
selection), and method for internal validation

4

10c V For validation, describe how the predictions were calculated 4-5

Statistical analysis 
methods

10d D;V
Specify all measures used to assess model performance and, if relevant, to 
compare multiple models

5
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10e V
Describe any model updating (e.g., recalibration) arising from the validation, if 
done

NA

Risk groups 11 D;V Provide details on how risk groups were created, if done NA

Development vs. 
validation

12 V
For validation, identify any differences from the development data in setting, 
eligibility criteria, outcome, and predictors

3

Results

13a D;V
Describe the flow of participants through the study, including the number of 
participants with and without the outcome and, if applicable, a summary of the 
follow-up time. A diagram may be helpful

NA

13b D;V
Describe the characteristics of the participants (basic demographics, clinical 
features, available predictors), including the number of participants with 
missing data for predictors and outcome

NA
Participants

13c V
For validation, show a comparison with the development data of the 
distribution of important variables (demographics, predictors and outcome)

NA

14a D Specify the number of participants and outcome events in each analysis 5-6
Model 
development 14b D

If done, report the unadjusted association between each candidate predictor 
and outcome

NA

15a D
Present the full prediction model to allow predictions for individuals (i.e., all 
regression coefficients, and model intercept or baseline survival at a given time 
point)

5-6Model 
specification

15b D Explain how to use the prediction model 6-7

Model 
performance

16 D;V Report performance measures (with CIs) for the prediction model 6

Model updating 17 V
If done, report the results from any model updating (i.e., model specification, 
model performance)

6-7

Discussion

Limitations 18 D;V
Discuss any limitations of the study (such as nonrepresentative sample, few 
events per predictor, missing data)

7

19a V
For validation, discuss the results with reference to performance in the 
development data, and any other validation data

7

Interpretation

19b D;V
Give an overall interpretation of the results, considering objectives, limitations, 
results from similar studies, and other relevant evidence

7

Implications 20 D;V
Discuss the potential clinical use of the model and implications for future 
research

7-8

Other information

Supplementary 
information

21 D;V
Provide information about the availability of supplementary resources, such as 
study protocol, Web calculator, and data sets

8

Funding 22 D;V Give the source of funding and the role of the funders for the present study NA

* Items relevant only to the development of a prediction model are denoted by D, items relating solely to a validation of a prediction 
model are denoted by V, and items relating to both are denoted D;V. We recommend using the TRIPOD Checklist in conjunction 
with the TRIPOD Explanation and Elaboration document.
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