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ABSTRACT

Objective To develop and validate a questionnaire to assess the usability of clinical decision support systems (CDSS) and to assist in the early identification of usability issues that may impact patient safety and quality of care.

Design Mixed research methods were used to develop and validate the questionnaire. The qualitative study involved scale item development, content and face validity. Pilot testing established construct validity using factor analysis and facilitated estimates for reliability and internal consistency using the Cronbach’s alpha coefficient.

Setting Two hospitals within a single National Health Service Trust.

Participants We recruited a panel of 7 experts in usability and questionnaire writing for health purposes to test content validity; 10 participants to assess face validity and 78 participants for the pilot testing. To be eligible for this last phase, participants needed to be health professionals with at least 3 months experience using the local hospital electronic patient record system.

Results Feedback from the face and content validity phases contributed to the development and improvement of scale items. The final Healthcare Systems Usability Scale (HSUS) proved quick to complete, easy to understand and was mostly worded by potential users. Exploratory analysis revealed four factors related to patient safety, task execution, alerts or recommendations, the effects of the system on workflow and ease of system use. These separate into four subscales: patient safety and decision effectiveness (seven items), workflow integration (six items), work effectiveness (five items) and user control (four items). These factors affect the quality of care and clinician’s ability to make informed and timely decisions when using CDSS. The HSUS has a very good reliability with global Cronbach’s alpha 0.914 and between 0.702 and 0.926 for the four subscales.

Conclusion The HSUS is a valid and reliable tool for usability testing of CDSS and early identification of usability issues that may cause medical adverse events.

INTRODUCTION

Clinical decision support systems (CDSS) are defined as systems that ‘provide clinicians or patients with computer-generated clinical knowledge and patient-related information, intelligently filtered or presented at appropriate times, to enhance patient care’. To benefit from the extensive capabilities of artificial intelligence, health organisations develop CDSS to improve health outcomes for patients and to assist clinicians make appropriate and informed decisions. Ultimately, the intent of any CDSS is to improve clinical efficiency and safety by avoiding adverse events or errors. Clinicians, often working under pressure, are concerned with relevant information access, efficient task completion and better collaboration or communication with colleagues. The design of the CDSS or health information systems (HIS) in general is critical. Poor usability may significantly impact patient care and safety. Usable HIS, and more particularly CDSS, would be expected to reduce medical errors, increase efficiency, reduce the cognitive workload of clinicians, and improve patient safety and care. This can be achieved through intuitive design and easily accessible pertinent information that allows users to make timely and informed decisions. Expectations surrounding CDSS development often are too optimistic. Adoption of CDSS by clinicians is limited due mainly to their poor usability, the high

STRENGTHS AND LIMITATIONS OF THIS STUDY

⇒ Iterative, user-centred approach, designed with potential users.
⇒ Mixed research methods allow comprehensive assessment of the development and evaluation process.
⇒ Panel of experts in usability and questionnaire writing for health purpose review the questionnaire content validity.
⇒ Final scale reliability assessment demonstrates ability of scale to pinpoint usability issues.
⇒ Relatively small number of participants for the pilot study.
volumes and complexity of data to analyse and the failure to fit new systems within existing clinical workflows. Other factors related to system utility, patient safety and impact on professional skills development may also influence the acceptance and use of the CDSS technology. Clinicians need to perceive the benefit of patient safety or improved outcomes to be keen to adopt a new CDSS. They are prepared to learn a hard to use or complex system if it is perceived as useful and helpful in complex situations. However, poor usability may impact patient safety, lead to frustrated users, workflow disruptions, increase of medical errors and decreased efficiency. Consequently, designers must be mindful of the various and varying needs of clinicians, taking into consideration patient safety and quality of care.

**Usability**

Usability is defined by the international organisation for standardisation (ISO) as ‘the extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use’. It is generally seen as the ability of the technology to allow users to achieve their tasks safely, effectively, efficiently and pleasantly within a specified context or environment.

Different usability aspects appear to be critical for healthcare system acceptability. Patient safety, prevention of medical errors, information exchange, collaboration between colleagues and the complexity of navigation through the system can all influence the clinician cognitive workload. Previous research work on usability of HIS and CDSS suggests that poor usability contributes to the decreased cognitive performance of clinicians, low efficiency, workflow interruption or disorientation and higher numbers of adverse events. The electronic health record (EHR), which makes available to clinicians vast amounts of patient data and other information that could be used by CDSS, is increasingly suffering from poor usability and safety issues.

EHRs are often perceived by users as difficult to use, frustrating and a source of patient safety hazards, and systems that do not integrate into clinical environments and personal workflow well.

Detecting usability issues in the early stages of CDSS development can reduce or highlight human errors and improve patient safety. It is critical to find an adequate way to involve clinicians in the design process from the beginning. However, usability engineering methods are hard to apply and can be time consuming due to the use of various technology systems, complexity of tasks to evaluate, patient and health professionals’ recruitment process. They also need to be conducted within a heterogeneous group of healthcare staff with different backgrounds, needs, skills and experiences. Most of the usability evaluation studies of CDSS to date have used conventional usability methods. Interviews or focus groups, think-aloud protocols, non-validated questionnaires or standardised tools like the Systems Usability Scale (SUS) are all commonly used to evaluate CDSS.

To the best of our knowledge, specific standards for evaluating the user centred design of CDSS do not exist, and different institutions, organisations or vendors use their own guidelines. For example, Russ et al. developed a usability testing method to evaluate health technology software influenced by human factors techniques and a few studies have tried to develop non-validated usability questionnaires to assess the usability of HIS. There is therefore a critical need to improve usability standardisation practice for CDSS, and health technology systems in general.

**Need for a new usability scale for clinical interfaces**

Usability is measured by evaluating the interaction between users, tools, tasks and the context of use. Various researchers have developed measurement tools for usability aspects such as efficiency, satisfaction and learnability. Questionnaires are the most often applied usability test due to the simplicity of gathering subjective experiences of a large group of participants in a timely and cost-effective way. However, standardised usability questionnaires such as the Questionnaire for User Interface Satisfaction or SUS focus on evaluating the user interface of the system. They do not take into account the wider context of use which is in this case the clinical work. One of the most widely used scale is the SUS, which was originally developed to evaluate the ease of use of systems. The SUS is a standardised questionnaire which consists of 10 statements with which participants specify their agreement or disagreement on a Likert scale. Usually, it is used as a primary method of data collection in interface evaluations but sometimes it is one of several methods of data collection.

Due to the lack of a validated tool which takes into consideration the usability aspects related to the clinical context, SUS was the most commonly used scale to assess users’ satisfaction of HIS or CDSS. In Nair et al., the SUS was applied to evaluate the usability and ease of use of a CDSS for chronic pain management in primary care but identified difficulties in interpretation of the meaning of the score due to the complexity of the clinical task. In the authors’ opinion, the SUS neither connects, nor interacts well with the behaviours of the participants observed during the assessment sessions. Another research study used an iterative evaluation of a CDSS through two phases in clinical settings and noticed that the system was rated as usable in the first phase and more usable in the second phase on the SUS while the accompanying qualitative study indicates different degrees of usability in each phase. In phase 1, participants reported the interaction with the system was not intuitive, and that it was time consuming to find the pertinent information. Some of them suffered from a lack of information or additional details needed in the decision-making process. Clinical participants considered the systems disruptive to workflow and felt it took them longer to follow the CDSS’ recommendations which in turn limited their use of the
CDSS. These results were congruent with findings from an earlier phase of the Hospital Alerting Via Electronic Noticeboard (HAVEN) project, which confirmed that the SUS score may not reflect improvements in interface performance directly. Therefore, the SUS and existent scales are not reflective of the usability in the real world as it does not consider the context of use (in this case, the clinical context). Furthermore, they do not allow evaluators to identify specific usability problems that can be targeted for improvement.

Researchers have previously tried to address this problem by generating their own questionnaire or survey to evaluate the usability of HIS and have used these questionnaires without a clear or systematic validation.

A usability scale specifically designed to assess systems in clinical settings can help identify usability problems in an early stage of development or implementation that, if not addressed, may otherwise lead to medical adverse events. To the best of our knowledge, there is no instrument or scale to measure usability of CDSS or HIS that integrates differential usability variance such as patient safety and quality of care. Therefore, there is a critical need for a CDSS/HIS usability scale that takes into consideration different usability aspects, and which is also easy and quick to complete and to analyse. An ideal scale would offer an overview of the usability status of the system with some instructions or information highlighting the specific improvement areas on which to focus.

This scale development work is based on a review of the CDSS and HIS usability literature and on our practical experience from usability testing a CDSS system. This Healthcare SUS (HSUS) was designed within the context of the evaluation of a complex CDSS, HAVEN. HAVEN has been designed to be a fully integrated HIS that combines an early warning score with a navigable user interface. Prior to developing the HSUS we evaluated HAVEN for usability, understanding, efficiency and accuracy. We used the results from these assessments to refine the interface design through an iterative process. While we demonstrated good performance indicators for the HAVEN system, we identified a gap in current evaluation methods. Specifically, we found the common methods used to evaluate usability of information systems lacked specificity in the clinical context. The aim of this paper therefore is to present the processes used to develop and validate a usability scale that takes into consideration the clinical context and is suitable to evaluate the usability of any healthcare system.

**METHODS**

To develop and validate a new scale, there is a specific methodology in the literature, which combines qualitative and quantitative data effectively. These mixed methods have been applied to the development and validation of different scales. We used these methods in our study in an exploratory design where we collected qualitative data first and followed this with a quantitative phase. We conclude with a sequential synthesis.

The HSUS development in this study was iterative. A demographic questionnaire was designed to include a variety of users. To develop a valid, reliable and worthwhile usability scale for HIS in general, and CDSS in particular, mixed research methods were used. The main phases in the development and validation of the HSUS are summarised in figure 1.

We proceeded as follows:

a. We established the theoretical background based on a literature review and previous usability evaluation sessions of the HAVEN system and authors’ experience. As an output of this stage, we developed the first draft of the questionnaire items.

b. We assessed face validity and content validity of the scale using 10 health professionals and a panel of 7 experts in usability and questionnaire writing for health purpose. These were part of the qualitative research study.

c. We analysed the construct validity of the new scale through pilot testing, factor analysis and internal consistency of the scale. This was the basis for the quantitative research study.

**Patient and public involvement**

Two lay members of the public were part of the Hospital Alerting Via Electronic Noticeboard (HAVEN) project management committee and were supportive of the need for a HSUS.

**Content validity**

A crucial phase in the validity of a new scale is to ensure that key items have not been missed or omitted. The content validity of a questionnaire is usually attained by ‘proof reading’ by a panel of experts familiar with the construct being measured. Using the panel of experts to review the scale items in depth improves its quality, understandability and representativeness. Using 6–10 experts is...
recommended to generate a consensus on the construct of interest.59

We invited a consulting committee of experts to review the questionnaire content validity. Experts were chosen based on their knowledge of the usability construct and their experience working in healthcare. The panel included experts in usability assessment of HIS, plain language, design of health content, questionnaire design for usability and health purposes, and clinical informatics. An introduction letter and content validation form were created to define the aim of the scale and explain to the experts what we needed from them. The background questionnaire, the Healthcare System Usability Scale, an introductory letter and the content validation form were sent via email. On completion, all items were returned electronically and comments from the expert panel were either integrated into the questionnaire or captured in a separate document. In this phase, we wanted to understand if the questions captured the usability of the CDSS effectively in the clinical context. The experts were asked to simulate filling out the survey while writing notes and comments, check for common errors (such as double-barrelled questions, double negatives, confusing and leading questions), check questions’ clearness and relevance to the main construct, check for any missing aspect of the construct in question, check the question distribution and categorisation, and propose any new aspects not covered by the questionnaire. Finally, they were asked to give each question a score from 1 to 10 which refers to the extent each item relates to the usability of the system.

Face validity
Face validity refers to the degree to which the purpose of the scale is obvious to the target population or users and seems to be a valid measure for its purpose.50 60 Face validity evaluates the questionnaire in terms of ‘feasibility, readability, consistency of style and formatting and the clarity of the language used’.61 62 Ideally, the participants who assess questionnaires for face validity will be representative of the target population (the end users).

The participants representing future end users who were approached to assess face validity were recruited from two hospitals within the Oxford University Hospitals National Health Service Foundation Trust (OUHFT), the John Radcliffe Hospital and the Churchill Hospital. We recruited through in-person and email invitation. To be eligible we needed participants to be: (1) Health professionals (physician, nurse, physiotherapist, pharmacist or scientist), (2) Have more than 3 months experience using the local hospital electronic patient record system (SEND or CERNER Millenium) and (3) Willing to participate in the study.

Prior to the start of the study, all participants signed written informed consent. The question items were presented to allow discussion of the usability and healthcare dimensions to be evaluated or to be included in the scale; ensure the inclusion of any usability missing aspect; review the set of questions and contribute to the usability, understandability and clarity of the question items.

For this project, an assessment form was developed to help the interviewer and participants assess questions in terms of clarity, understandability and meaning, layout and style, and the ability of the participants to answer the questions. Face validity of the HSUS was determined by a review of the items iteratively by 10 participants. Suggestions from each participant were incorporated in the next iteration evaluated.

Each participant’s interview was recorded for analysis. After each interview, the participant’s feedback was analysed and the questionnaire was amended to be evaluated by the following participants (by adding, deleting or amending a question item). The original questionnaire consisted of 28 multiple choice questions and four open ended questions. This was tested iteratively with 10 health professionals until data saturation was reached.

During the interviews, we used the think aloud technique.63 This requires the participant to explain out loud each thought they have while reading the questions and discussing the different suggested statements. We were looking to learn how participants speak intuitively about system usability, aspects of patient care and how they interpret statements using their own words. Participants were asked to select the statement they thought best reflected the construct in question, and to change wording, delete statements or add new aspects they thought relevant (figure 2).

Pilot testing
The last validation step is to pilot test the scale where participants of the target population complete the questionnaire independently. For the validation and the comparator usability testing of the scale, we used two well-known health systems used at the OUHFT: SEND and CERNER Millenium. SEND is a CDSS used by health professionals at the hospital to record patient vital signs observations. This is a fully integrated system developed locally. It allows healthcare staff to record and monitor patient vital signs electronically from the bedside. The system integrates with the Trust electronic patient record system and incorporates a simple data entry interface with a visual trend of historic values to aid clinical decision making in hospital. The SEND system also includes limited advice to support escalation processes in the event that physiological deterioration is identified. We also asked participants to assess CERNER Millenium, which is a different HIS also in use at the OUHFT. We know from previous evaluations that healthcare staff rate SEND significantly more usable than CERNER Millenium. Other work has recognised significant limitations in the visual appearance of the CERNER Millenium interface, which is likely to hinder acceptability and satisfaction in comparison to the simplicity of the SEND interface.64

In the piloted questionnaire, we added the option of ‘statement not clear’ to identify any statement that might need improvement. The option ‘not applicable’ was also
added as not all HIS or CDSS offer the same functionalities. For example, CERNER Millenium can be used to record and monitor patients’ vital signs observations but does not include a visual graphical display to aid interpretation of data. CERNER Millenium also includes direct links to the patient admissions and treatment records which SEND does not.

Participants were recruited from two hospitals within the OUHFT, the John Radcliffe Hospital and the Churchill Hospital through in-person and email contacts. The participants represented a range of experience. Eligibility criteria were the same as for those recruited to assess the HSUS for face validity and consisted of: (1) Health professionals (physician, nurse, physiotherapist, pharmacist or scientist), (2) Have more than 3 months experience using SEND or CERNER Millenium and (3) Willing to participate in the study. At the beginning of the questionnaire, participants completed and approved a consent form and answered the demographic questions.

The questionnaire was available online and offered as a paper copy. The researchers systematically observed and recorded any difficulties encountered during the process. Data were reviewed to highlight any items that were difficult to understand or generate confusion and to assess the reliability and correlations of the scale. Exploratory factor analyses, which are more convenient for new scales’ development, were conducted to identify the underlying constructs or factors. Items measuring the same construct were clustered into the same subscale. Finally, the internal consistency and correlation of the whole scale, and for each subscale, was investigated using
Cronbach’s alpha coefficient to ensure scale items were consistent.

RESULTS

The first draft of the questionnaire was based on the usability definitions from CDSS literature to cover the different usability aspects including learnability, efficiency, effectiveness, usefulness, accessibility and user satisfaction. We also wanted to acknowledge the clinical context in which this system is intended to be deployed so included additional patient safety and quality of care aspects. The main challenge to creating an effective scale involves writing questions which are unambiguous and understandable using the vocabulary of the target population. This first draft was developed to cover the main usability issues which mainly linked to:

► Understanding how the recommendations, scores or alerts are made. Clinicians emphasise the need to comprehend how the CDSS’ decisions, scores or alerts were calculated or developed. It is part of their training to probe for reasons behind results as interpretations of the outcome or critical issues may differ despite apparently identical data. The ‘black box’ approach is disliked almost universally.

► Ease of access to additional information: The main aim of all CDSS is to provide an intuitive design to allow pertinent information to be easily accessible to facilitate timely informed decisions. Clinicians must be able to locate the specific information they require promptly.

► Perceived utility: One of the main adoption barriers of CDSS is a lack of perception of its utility. Health professionals need to feel the new technology will help them improve patient outcomes, improve their decision effectiveness and ensure patient safety.

► Cognitive workload: A CDSS that requires significant mental effort to use is most likely to be rejected by health professionals working in a busy environment.

► Workflow integration: The new system must fit into the workflow of the health professionals and integrate well with current systems and processes. Recommendations, alerts or scores should be provided and displayed in a way that supports the clinical work; otherwise, the system is likely to be seen as a waste of time.

To elaborate the first draft of the questionnaire, we collaborated with five scientists working in the medical field to ensure the inclusion of all construct aspects and the appropriateness of each question.

Content validity

The first set of 21 discreet choice questions and 4 open-ended questions was reviewed by the panel of experts. All experts emphasised the need for a new, more clinically focused usability scale to assess CDSS and HIS, as evidenced by the following quotations:

Expert A: ‘I don’t know of any survey instrument that focuses specifically on electronic decision support systems. Therefore, developing well-researched questionnaires that can help you distinguish between more usable and less usable systems is worthwhile’.

Expert B: ‘I think the questionnaire can be an excellent contribution to the field. I really like the idea of embedding context as that is critical to perceptions about a system.’

Expert C: ‘I think each of the subscales is relevant to the concept of usability.’ I also think the respondent burden (the time and effort for respondents to fill out the questionnaire) is fine’.

They commented on the questions’ clearness, appropriateness and understandability, and looked for leading, confusing or double-barrelled questions and suggested corrections. The panel of experts were asked to rate each item on a scale of 1–10, indicating how closely each item related to the system’s usability. We were looking to check whether these items or factors need to be weighted or balanced in some manner. Most experts disagreed with the concept of assigning a score, arguing that it relies on the system being evaluated, its functioning and role. It is up to the researcher or investigator to decide whether certain needs, such as patient safety and decision effectiveness, should be prioritised. Some items are more important than others and data analysis should take this into account. While the HSUS does not weight items, it does allow for the quick and easy identification of the source of usability issues by investigating each subscale separately.

The comments from the expert panel guided us to rethink and reword several of the items. For example, for the first item ‘I feel satisfied while using the system’, some of the experts suggested to interview potential users with the following: ‘This question makes me feel ……’ and ask users to suggest an adjective or to choose from a range of adjectives using the Microsoft Product Reaction Cards. We were also using the term ‘complexity of tasks’ and the experts wondered how respondents would interpret this. What tasks do they think this system is helping them to manage? Or is the complexity coming from something that’s nothing to do with the system? The participants in the face validity phase proposed we exclude the term ‘complexity of tasks’ and replace this with a daily workload assessment. Other advice included separating legibility, findability and understandability as these are distinct needs.

More generally, the panel of experts guided us through our questionnaire development by suggesting corrections, reordering of questions and advising we needed to be more specific and ask only what is necessary for analysis. They suggested additional questions which might be useful for analysis such experience with electronic healthcare systems other than the specific system being evaluated. They found the open-ended items easy to understand, and thought they would be useful to detect aspects of the construct not otherwise well represented or
omitted elsewhere. They also suggested we evaluate the background questionnaire with potential users and ask them for suggestions.

Three of the seven experts offered further review after usability testing of the amended version. This usability testing altered both the content and structure of the questionnaire. Subsequently a revised version of the questionnaire was drafted, and a usability and understandability test was developed during the face validity phase. This amended version of the questionnaire was given to the three experts for a second review and a teleconference was organised to discuss feedback and agree consensus. We made some additional modifications before the pilot testing phase.

**Face validity**

The recruited cohort for this phase represented a range of experience, age and skills. The sample consisted of four nurses with different levels of expertise, two physiotherapists, two doctors in training and two consultants. The final scale consists of 22 items rated on a 7-point Likert scale from ‘strongly disagree’ to ‘strongly agree’ including ‘not applicable’ and ‘statement not clear’. Data saturation occurred when participants had no more concerns or new suggestions, and we noticed agreement within the last four participants.

We present direct comments and some examples of participants in [figure 2](#). For example, in question 5, participants were asked to define ‘quality of care’ to confirm consistency of meaning. We were asking the participants a series of questions designed to elicit more information about how framing a question in different ways might affect participants’ thoughts, understanding and reasons of selection. Each time a person suggested a new item, new terminology or a statement’s correction, the document was changed and reviewed by the next participant. This phase of testing helped us revise some double-barreled and unclear statements while taking into consideration participants’ insights, experience and points of view.

Participants’ responses were summarised on a spreadsheet ([table 1](#)) for more detailed analysis. The last four participants selected the same statement and shared the same understanding. In [table 1](#), we summarise examples of three statements, selected statements and justification for the selection.

The last version of the amended document was discussed with the three experts who had offered to follow the progress of the work. They advised to proceed with the pilot testing and adopt the suggestions, even though some of these suggestions contradicted the panel of experts’ advice. For example, in question 14, many experts suggested to avoid the use of the word ‘navigate’ as it is classified as computer jargon and suggested the following statement instead: ‘It is easy to get to what I need in this system’. However, during the usability sessions users advised the use of the word ‘navigate’ which might be justified by the daily use of computer technology by all the participants and health professionals in general. As a result of the second round of interviews with the panel of experts, a final draft questionnaire was ready for the pilot testing.

According to the results of the qualitative studies, most of the items were reworded, four items were deleted and six items were added. The final version of the questionnaire put forward for pilot testing consisted of 25 items.

**Pilot testing**

The sample consisted of 78 participants aged 18–65 years. Most of the participants use their local electronic healthcare system daily for at least 1–3 hours, have experience in healthcare for more than 1 year, and work in various healthcare departments as shown in [figure 3](#).

To investigate if the new HSUS was able to differentiate between a system that is perceived to be hard-to-use (CERNER Millenium) and a system perceived to be easy-to-use (SEND), we piloted the questionnaire with 37 healthcare professionals using CERNER Millenium and 41 using SEND. Although the aim was not to evaluate SEND and CERNER Millenium specifically, the results of the survey revealed that the usability score for CERNER Millenium was 64% while the general HSUS score for SEND was 81%, with 86% for the workflow integration subscale.

The cumulative distribution function of the subscale ‘patient safety and decision effectiveness’ for SEND system ([figure 4](#)) is an example of the further investigation offered by the HSUS, and it clearly shows a high usability score, with only a few participants scoring less than 80%.

The HSUS included three optional open-ended questions: ‘I would add these functions or features’, ‘I would change the following’, ‘Please use the space below to provide any other comments’. Participants’ comments were concise, informative, to the point and represent the users’ perspectives, as demonstrated in [table 2](#) collected during the pilot testing phase. The differing usability scores for SEND and CERNER Millenium can be understood in context from these user comments.

**Factor analysis**

Factor analysis is a statistical method that clusters items into underlying constructs. Each construct is a list of questions or items that can be associated with each other. Authors have argued on exactly how big samples should be as there is no simple rule-of-thumb and it is rarely justified in the literature. Inappropriate sample size might lead to inaccurate findings during the development and validation of a new scale, in particular the identification of the structure of the new scale and its subdivision in latent constructs. The sample can be determined ‘by the nature of the data, that is, the stronger the data, the smaller the sample size can be. Strong data display uniformly high communalities without cross-loadings’.

To check the sample size’s adequacy to undertake exploratory factor analysis for this study, we performed Bartlett’s
test and the Kaiser-Meyer-Olkin (KMO) measure analyses. The KMO value varies between 0 and 1, with values closer to 0 indicating that factor analysis is inadequate. Exploratory factor analyses, on the other hand, have a high adequacy and can create distinct and reliable subscales or factors when the value is close to one.\textsuperscript{73} KMO values between 0.5 and 07 are

<table>
<thead>
<tr>
<th>User no</th>
<th>Question 2</th>
<th>Question 5</th>
<th>Question 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>01 (senior nurse)</td>
<td>I like using SEND</td>
<td>This system is improving the quality of care</td>
<td>I understand how the system derived its recommendations, scores or alerts</td>
</tr>
<tr>
<td>02 (Physiotherapist)</td>
<td>I like using SEND because of its ease of use/because it is stress free</td>
<td>I am able to provide better quality of care for patients than I could before I had this system</td>
<td>The system's recommendations are congruent with clinical current practices and standards/conform</td>
</tr>
<tr>
<td>03 (pharmacist)</td>
<td>I like using SEND</td>
<td>This system is improving the quality of care</td>
<td>I understand how the system derived its recommendations, scores or alerts</td>
</tr>
<tr>
<td>04 (training doctor)</td>
<td>SEND does not make me feel stressed</td>
<td>I feel that I am able to provide better quality of care for patients than I could before I had this system</td>
<td>The system's recommendations are consistent with clinical practices and standards</td>
</tr>
<tr>
<td>05 (consultant)</td>
<td>SEND does not increase the barriers to do my work</td>
<td>I feel that I am able to provide better quality of care for patients than I could before I had this system</td>
<td>The system's recommendations are consistent with clinical practices and standards</td>
</tr>
<tr>
<td>06 (senior nurse)</td>
<td>SEND does not make me feel stressed</td>
<td>My colleagues and I are able to provide better quality of care for patients than we could before we had this system</td>
<td>The system's recommendations are consistent with clinical practices and standards</td>
</tr>
<tr>
<td>07 (training doctor)</td>
<td>SEND is user-friendly</td>
<td>I am able to provide better quality of care for patients by using this system</td>
<td>‘I understand how the system derived its recommendations, scores or alerts’ and ‘The system's recommendations are consistent with clinical practices and standards’. (Clinicians should have been using the system for a while to be able to decide this item)</td>
</tr>
<tr>
<td>08 (Doctor)</td>
<td>SEND is user-friendly</td>
<td>I am able to provide better quality of care for patients by using this system</td>
<td>‘I understand how the system derived its recommendations, scores or alerts’ and ‘The system's recommendations are consistent with clinical practices and standards’</td>
</tr>
<tr>
<td>09 (Scientist)</td>
<td>SEND is user-friendly</td>
<td>This system is improving the quality of care</td>
<td>‘I understand how the system derived its recommendations, scores or alerts’ and ‘The system's recommendations are consistent with clinical practices and standards’</td>
</tr>
<tr>
<td>10 (Nurse band 5 or 6)</td>
<td>SEND is user-friendly</td>
<td>I am able to provide better quality of care for patients by using this system</td>
<td>‘I understand how the system derived its recommendations, scores or alerts’ and ‘The system's recommendations are consistent with clinical practices and standard’</td>
</tr>
<tr>
<td>Selected statement</td>
<td>SEND is user-friendly</td>
<td>I am able to provide better quality of care for patients by using this system</td>
<td>Based on the participants’ suggestions. This item is split in two:</td>
</tr>
<tr>
<td>Justification</td>
<td>‘I like using SEND’: participants might like using the system for many reasons: confusing statement. Participants were hesitating between the two statements: ‘SEND is easy to use’ or ‘SEND is user friendly’. We decided to opt for the last statement as it was suggested by the participants.</td>
<td>The statement, ‘This system is improving the quality of care’, is too broad. Participants can’t really know if the system is improving the quality of care, but they can judge the effect on their work. We think there is no real need to add ‘I feel’ at the beginning of the statement as suggested by two participants.</td>
<td>Pharmacists and physiotherapists were not interested to know about how the scores are derived but they don’t mind knowing. Clinicians however were clear they will not use a system if they don’t understand a minimum of how the score and recommendations are derived. The last few participants suggested to keep the original statement and to add the suggested statement as an independent item.</td>
</tr>
</tbody>
</table>

Table 1 Selected examples of items development during face validity
considered mediocre by Kaiser; 0.7 and 0.8 as good, 0.8 and 0.9 as great, and >0.9 as superb.

To explore the factor structure of our new HSUS, we used the principal component analysis (PCA) with a varimax rotation as the extraction method due to its high reliability and lack of error. The inclusion or exclusion of an item in a construct was determined by factor loadings >0.5, eigenvalues >1, the scree plot and the total variance explained by the domain or factor.

All 23 items of the HSUS were analysed using exploratory factor analysis. The resulting KMO was 0.818, indicating ‘great’ on the Kaiser scale. The Bartlett test was similarly positive with a p<0.001 (figure 5). As the KMO of the HSUS was above 0.8, and all the variables had loadings >0.5, the sample size is considered adequate for Factor Analysis and can be tested to see whether the scale performs as intended.

When Kaiser’s criterion and PCA were applied to the HSUS, five factors had eigenvalues ≥1.00. The exploratory factors analysis identified five domains or subconcepts which explained 68.62% of the data variance. Commonalities of the 23 items ranged from 0.515 to 0.867. Four of the factors had at least three items while the fifth only had one. For a better interpretation, we built the scree plot which indicated there were 3–5 factors which account for the variance (figure 6).

Only three statements were judged unclear once by two different participants (‘It is easier to make efficient decisions by using (name of the system); (name of the system)’s recommendations are consistent with clinical practices and standards; (name of the system) helps improve patient outcomes’. Factor 5 (‘A recommendation (false alert or score) is unlikely to impact patient safety’) was judged twice as an unclear statement and as this item was covered by the rest of the scale, we decided to delete it to reassess the statistical analysis. This revised analysis shows the best statistically and conceptually appropriate solution for the new HSUS is a four-factor scale. The KMO of the final 22 item HSUS is 0.823 (figure 7).

When Kaiser’s criterion and PCA were applied to the 22 items, four factors had eigenvalues ≥1.00 and the EFA results identified 4 factors or subconcepts where the commonalities of the 22 items ranged from 0.501 to 0.874. This helps to identify and localise the usability issues clearly and easily in each factor. The first factor evaluates the utility perception of the system. For CDSS, this relates to patient safety and decision effectiveness. This factor is formed of seven items,
reflecting its importance in system adoption. Factor two includes six items concerned with the ease of use of the system which facilitates integration within the clinical workflow. Factor three with five items reflects the work effectiveness and cognitive workload and the final factor with four items relate to the user’s perception of control. The final scale with the factor loadings of the final PCA are shown in table 3.
Internal consistency and reliability

To conduct the reliability analysis, we calculated the Cronbach’s alpha coefficient which is a measure of the internal consistency of the question scores. It depends on the interquestion correlations and the total number of questions.

Reliability contributes largely to the validity of a questionnaire as it refers to the extent to which the results obtained by the instrument can be reproduced. Internal consistency reflects the degree to which items on the scale or subscale are measuring the same concept. Reliability can be established using a pilot test with 20–30 participants.48 To study the inter-item correlations within the HSUS, we calculated the Cronbach’s alpha coefficient,74 which is a measure of the internal consistency of the item scores. Cronbach’s alpha was calculated for each subscale as well as for the complete scale. Cronbach’s alpha was 0.914 for the HSUS scale, indicating a high inter-items correlation, suggesting the scale is consistently reliable. The Cronbach’s alpha of the four subscales also exceeded 0.7, which is the minimum suggested for a new instrument.49 75 (see table 3).

DISCUSSION

Challenges in developing a usability scale in the clinical context are significant, and few guidelines exist in the literature. The specificity of the target user is the first challenge to face as health professionals are experiencing growing level of stress and cognitive workload. While new technologies may improve the quality of care and assist health professionals in their decision-making, healthcare professionals will continue to reject any technology that they do not perceive its utility or that does not fit appropriately in their workflow.6 30 Another challenge in the healthcare environment is patient safety and quality of care, both of which are aspects associated with usability of health information and clinical decision-making systems. When a new healthcare system is established, it should improve patient outcomes while also ensuring the avoidance of errors and adverse effects on patients and/or the wider healthcare system itself. Another challenge is deciding whether these needs must be balanced or whether the necessity of effectiveness (safety, workflow) should be emphasised. This HSUS was specifically created with the intent of taking the context of use into account.

The review of existing CDSS systems, usability scales and previous research studies urged the need for a short, easy to use, reliable and accurate usability scale for HIS. To the best of our knowledge, this HSUS is the first validated scale for testing the usability of CDSS or HIS that also takes into account the specific clinical context. We have shown that the HSUS is an efficient method for collecting subjective opinions and experiences from a large number of potential users, as well as analysing usability issues. Dividing the HSUS into four subscales is a novel feature that allows evaluators to identify specific usability issues and investigate each subscale separately. The fact that is easy to complete, brief and can be delivered electronically makes it simpler to reach large numbers of users. The HSUS was created for health professionals with varying degrees of computer ability or literacy, while keeping in mind that they may be busy, distracted or interrupted.

This scale can provide critical information to address the most important usability challenges to the design and subsequent use of complex CDSS. In addition to the HSUS, we recommend that other usability testing methods, such as interviews and focus groups, are also required for a more thorough and realistic evaluation, as well as to evaluate whether the participants’ behaviours match well with the results from the HSUS. The HSUS will detect early usability issues, identifying the source of problems, and pinpointing the threat rate. It is difficult to assess a system after the initial implementation. Usability scales that are used after a quick review of a new system during a usability test session tend to be less realistic than tools used after a few days or a short-term trial. It may be difficult and inaccurate for users to evaluate systems after their first interaction. It is preferable to use the usability scale a few days after implementation to allow some degree of familiarity to form. This valuable and novel work was developed and validated through several phases.
## Table 3  Final HSUS with factor loadings and Cronbach’s alpha

<table>
<thead>
<tr>
<th>Items</th>
<th>Utility: Patient safety and decision effectiveness Factor 1</th>
<th>Ease of use: Workflow Integration Factor 2</th>
<th>Work Effectiveness Factor 3</th>
<th>User Control Factor 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>(System name) helps me work more efficiently</td>
<td>0.734</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(System name) makes it easier to collaborate with colleagues</td>
<td>0.758</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I am able to provide better quality of care for patients by using (system name)</td>
<td>0.613</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>It is easier to make efficient decisions by using (system name)</td>
<td>0.706</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(System name) helps improve patient outcomes</td>
<td>0.642</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(System name) helps prevent clinical errors</td>
<td>0.677</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(System name) generates a useful summary view of the patient’s current health status</td>
<td>0.503</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(System name) fits well with the way I currently work</td>
<td></td>
<td>0.609</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I found the information provided on the screen understandable</td>
<td></td>
<td>0.818</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I found it easy to navigate through (system name)</td>
<td></td>
<td>0.847</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I can easily remember how to use (system name)</td>
<td></td>
<td>0.801</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The screen layout makes it easy to see each piece of information</td>
<td></td>
<td>0.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>On the screen, I can find specific information I need quickly</td>
<td></td>
<td>0.803</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(System name) helps me prioritise my daily workload</td>
<td></td>
<td></td>
<td></td>
<td>0.675</td>
</tr>
<tr>
<td>I understand how (system name) creates its recommendations (scores or alerts)</td>
<td></td>
<td></td>
<td></td>
<td>0.67</td>
</tr>
<tr>
<td>(System name) ’s recommendations (scores or alerts) are consistent with clinical practices and standards</td>
<td></td>
<td></td>
<td></td>
<td>0.704</td>
</tr>
<tr>
<td>(System name) includes all the relevant information I need</td>
<td></td>
<td></td>
<td></td>
<td>0.678</td>
</tr>
<tr>
<td>I believe the recommendations (scores or alerts) are reliable</td>
<td></td>
<td></td>
<td></td>
<td>0.758</td>
</tr>
<tr>
<td>(System name) supports my decision making rather than dictating it</td>
<td></td>
<td></td>
<td></td>
<td>0.516</td>
</tr>
<tr>
<td>It is easy to correct a data entry error in (system name)</td>
<td></td>
<td></td>
<td></td>
<td>0.758</td>
</tr>
<tr>
<td>(System name) highlights potential data entry errors</td>
<td></td>
<td></td>
<td></td>
<td>0.781</td>
</tr>
<tr>
<td>Recommendations (or alerts) do not unnecessarily interrupt my workflow</td>
<td></td>
<td></td>
<td></td>
<td>0.506</td>
</tr>
<tr>
<td>Cronbach’s alpha coefficient</td>
<td>0.873</td>
<td>0.926</td>
<td>0.777</td>
<td>0.702</td>
</tr>
</tbody>
</table>

HSUS, Healthcare Systems Usability Scale.
Scale development
The HSUS was developed using a rigorous, iterative and user-centred approach that consisted of face validity, content validity, exploratory factor analysis and reliability testing. First, we proposed items based on our experience from previous evaluation of the HAVEN system. We complimented this knowledge with a literature review and discussions with various clinicians working with the research team. A panel of seven usability experts in forms and surveys, plain language, user experience and health content designers contributed to the content validity. The number of experts for content validity was sufficient to agree consensus on the main concept. Three of these experts recommended another review of the revised version at the end of the HSUS usability testing or face validity phase.

Face validity of the HSUS was established by an iterative review of the questions by 10 health professionals recruited for a semi-structured interview. Each participant’s suggestions were incorporated into the following iteration for evaluation, resulting in a total of five iterations of the scale. Face validity was established when we noticed agreement among the last four participants. The participant variability and concept saturation determined the sample size for the qualitative work.

During the content and face validity phases of the HSUS, items were deleted, changed and new items were suggested to ensure that all system usability aspects were addressed, and the questionnaire items were well designed and written, with no common errors such as double negative, confusing, or double-barrelled items. The number of items in the HSUS ranged from 21 at the outset to 28 for face validity and finally, after statistical evaluation, to 22. The exploratory factor analysis defined four factors: patient safety and decision effectiveness, workflow integration, work effectiveness, user control. These factors covered issues related to the patient safety, the ease of use of the system, task’s complexity, the alerts or recommendations utility, the effects of the system on the workflow, the quality of care and ability of the clinician to take an informed and timely decision. The HSUS presented a very good reliability evaluation with a global Cronbach’s alpha of 0.914 and subscale alphas ranging from 0.702 and 0.926.

While the open-ended questions were optional, they had several advantages when used within the HSUS questionnaire. They allowed participants to independently and creatively comment using their own lexicon without being influenced by the interviewer and it revealed important issues to investigate further. Free-text responses can also provide quick feedback that may reveal unexpected findings.

HSUS subscales
Patient safety and decision effectiveness
CDSS should, in theory, make daily tasks simpler, resulting in increased efficiency and safety. If the performance of health professionals is compromised, work efficiency is reduced, and the quality of care and patient safety may be impacted. A lack of usability in this subscale should be concerning, as the usage of this system could compromise patient safety. This part reflects the perceived utility by the health professionals.

Workflow integration
This subscale is more related to the system ease of use while focusing on the health professionals’ concerns. In a busy environment, clinicians need a system that fit well in their workflow, understandable and effective in a timely and accurate way.

Work effectiveness
When offering clear, logical and practical guidance (warning or score) in a way that fit well into the clinical workflow, CDSS has the potential to be extremely useful and improve health professionals work effectiveness.

User control
Health professionals must feel in control of the any new technology system which needs to be responsive to any internal or external change.

Using the HSUS; customisation for real-world implementation
The online survey was designed to take 10–15 min to complete due to the time constraints of the health professionals. Some items may not be applicable to any CDSS or HIS. These items can be omitted. The options ‘unclear statement’ and ‘not applicable’ were added for validation purposes. We needed to know if any statements in the HSUS were unclear. For future use of the HSUS, these two options may be omitted, and the final scale will consist of 22 items rated on 5-point Likert scales.

We recommend tailoring the questionnaire to each application and naming the system within the question (replace the word ‘system’). Depending on the system’s functions, the questionnaire should be customised to use the terms ‘recommendations,’ ‘scores,’ or ‘alerts’ (table 3).

The complementary information gathered from the background questionnaire could be useful for HSUS data analysis. The background questionnaire should be kept short and include only the questions that are directly relevant to the needs of the study.

The HSUS can be used for the assessment of the severity of usability violation of each subscale. Each item is rated on a 1–5 scale; 1=strongly disagree (crucial usability concern), 2=disagree (major usability concern), 3=neutral (minor usability concern), 4=agree (usability can be improved) and 5=strongly agree (no usability concerns). A higher score reflects a higher level of agreement on each item. We calculated the overall group average for each item followed by the average for each subscale. The higher the average score for each subscale, the higher the level of usability perceived by participants. The overall score of this scale is the average of the four subscale scores. A usability score between 20% and 50% indicates a critical need to address the system’s usability...
issues; between 50% and 70% indicates a need to address the system’s usability concerns, some of which may be major; between 70% and 90% indicates a good usability score with the potential to improve; and between 90% and 100% indicates an excellent and easy to use system. The researcher or investigator must decide if particular requirements, such as patient safety and decision effectiveness, should be prioritised.

Decision effectiveness and patient safety were combined statistically and logically due to the relationship of efficiency to safety.30 79 If health professional performance is affected, work efficiency is slowed and quality of care and patient safety may be jeopardised. A lack of usability in this subscale should raise alarms as the use of the system under evaluation might endanger patient safety.

LIMITATIONS
A possible limitation is the relatively small number of participants even though some experts recommend a sample size of 12–50 for a pilot study.80–82 While the KMO test value revealed that the sample size was sufficient for factor analysis, the findings of the factor analyses may differ with greater number of participants. To strengthen the consistency of the scale and support its standardisation, further work could be undertaken in a larger sample.

This study was limited to healthcare professionals based in the secondary care environment. When used under different contexts or working circumstances, validity testing may be required, but the HSUS could be applied to other types of clinical system in other healthcare settings.

CONCLUSION
In this paper, we have presented novel work to develop a validated and reliable instrument to measure the usability of electronic systems in the healthcare environment. The HSUS can be useful in research institutes and hospitals to improve the usability of a newly designed or implemented CDSS or HIS in an efficient way. When possible, HSUS should be administered a few days following the implementation of the new system to allow for a period of familiarisation. Because it has been designed for self-administration and brevity, this scale offers an easy way to assess the usability of clinical systems that can be used alongside other techniques. This offers a better understanding of the usability issues in context and allows designers to address these before potential medical adverse events can occur.

The HSUS is divided into four subscales, namely patient safety and decision effectiveness, workflow integration, work effectiveness and user control. The free-text comments enhance this scale’s potential to provide insight into what is in the health professional mindset. As part of the overall analysis, these constructs are useful as they allow to compare systems based on their subscale scores. By determining which construct is the root of the problem, usability concerns may be more easily localised.
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