What is the suitability of clinical vignettes in benchmarking the performance of online symptom checkers? An audit study
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ABSTRACT

Objective Assess the suitability of clinical vignettes in benchmarking the performance of online symptom checkers (OSCs).

Design Observational study using a publicly available free OSC.

Participants Healthly OSC, which provided consultations in English, was used to record consultation outcomes from two lay and four expert inputters using 139 standardised patient vignettes. Each vignette included three diagnostic solutions and a triage recommendation in one of three categories of triage urgency. A panel of three independent general practitioners interpreted the vignettes to arrive at an alternative set of diagnostic and triage solutions. Both sets of diagnostic and triage solutions were consolidated to arrive at a final consolidated version for benchmarking.

Main outcome measures Six inputters simulated 834 standardised patient evaluations using Healthly OSC and recorded outputs (triage solution, signposting, and whether the correct diagnostic solution appeared first or within the first three differentials). We estimated Cohen’s kappa to assess how interpretations by different inputters could lead to divergent OSC output even when using the same vignette or when compared with a separate panel of physicians.

Results There was moderate agreement on triage recommendation (kappa=0.48), and substantial agreement on consultation outcomes between all inputters (kappa=0.73). OSC performance improved significantly from baseline when compared against the final consolidated diagnostic and triage solution (p<0.001).

Conclusions Clinical vignettes are inherently limited in their utility to benchmark the diagnostic accuracy or triage safety of OSC. Real-world evidence studies involving real patients are recommended to benchmark the performance of OSC against a panel of physicians.

INTRODUCTION

In the USA, over one-third of adults self-diagnose their conditions using the internet, including queries about urgent (ie, chest pain) and non-urgent (ie, headache) symptoms.1 2 The main issue with self-diagnosing using websites such as Google and Yahoo is that user may get confusing or inaccurate information, and in the case of urgent symptoms, the user may not appreciate the need to seek emergency care.3 4 In recent years, various online symptom checkers (OSCs) based on algorithms or artificial intelligence (AI) have emerged to fill this gap.1

OSCs are calculators that ask users to input details about their symptoms of sickness, along with personal information such as gender and age. Using algorithms or AI, the symptom checkers propose a range of conditions that fit the symptoms the user experiences. Developers promote these digital tools as a way of saving time for patients, reducing anxiety and giving patients the opportunity to take control of their own health.3 5 7 The diagnostic function of OSC is aimed at educating users on the range of possible conditions that may fit their symptoms. Further to presenting a condition outcome and giving the users a triage recommendation that prioritises their health needs, the triage function of OSC...
guides users on whether they should self-care for the condition they are describing or whether they should seek professional healthcare support. This added functionality could vastly enhance the usefulness of OSC by alerting people about when they need to seek emergency support or seek non-emergency care for common or self-limiting conditions.

Babylon has claimed that their OSC performed better than the average doctor on a subsection of the Royal College of General Practitioners (RCGP) examination. This claim has been supported by an internal evaluation study, but the findings were later considered uncertain due to methodological concerns.

Misdiagnosis of patients with life-threatening conditions could worsen their health, especially if they are not told to seek care when they should, and this could result in an increased risk of preventable morbidity and mortality. Despite this, there has been little evidence in previous literature to suggest if OSCs are harmful to patients. However, OSCs that have high false-negative rates may run similar risks if used by patients with high-risk disease such as cardiac ischaemia, pulmonary embolism or meningitis. With this in mind, it is extremely important that there are guidelines on robust evaluation of OSCs regarding patient safety, efficacy, effectiveness and cost.

Very little research has been done on the performance of symptom checkers for actual patients. A recent study compared the breadth of condition coverage, accuracy of suggested conditions and appropriateness of urgency advice of eight popular OSCs, and showed that the best performing OSCs have a high level of urgency advice accuracy which is close to that of general practitioners (GPs) and are close to GP performance in providing the correct condition in their top three condition suggestions in OSC. However, it remains uncertain if clinical vignettes are ideal to investigate the accuracy and safety of OSC generally. To address this gap in knowledge, we worked in collaboration with RCGP to develop a methodology to determine if clinical vignettes were a suitable tool that can be used to benchmark the performance of different OSCs.

The primary aim of this study was to assess the suitability of vignettes in benchmarking the performance of OSCs. Our approach included providing the vignettes to an independent panel of single-blinded physicians to arrive at an alternative set of diagnostic and triage solutions. The secondary aim was to benchmark the safety of a popular OSC (Healthily) by measuring the extent that it provided the correct diagnosis and triage solutions to a standardised set of vignettes as defined by a panel of physicians.

**METHODS**

Our approach included the creation of an independent series of vignettes from RCGP. Each vignette was provided with three diagnostic solutions (S1–S3) and a triage (T) recommendation. Because RCGP created the vignettes from ‘the condition in mind’, we sought to arrive at an alternative set of diagnostic and triage solutions by inviting an independent panel of single-blinded GPs to propose their own solutions based on the vignette script alone (as no such resource currently exists). This resulted in the creation of two iterative ‘standardised’ sets of diagnostic and triage solutions that were used to benchmark the performance of Healthily OSC using a range of lay and expert inputs.

**Vignette creation**

A roundtable of experienced GPs affiliated to the RCGP supported the development of 139 clinical vignettes relevant to common self-limiting conditions, general practice and urgent care (table 1). Most of the clinical vignettes described new presentations by adults (18–65 years) but assumed that none of the patients were pregnant or had any prior or existing long-term conditions such as diabetes, hypertension, cardiovascular disease, terminal illness or other comorbidities. Each vignette was created with a list of three reasonable condition outcomes (diagnostic solutions) and an appropriate triage. The 139 vignettes including their diagnostic and triage solutions whose provenance is the RCGP are referred to as the ‘original’ set.

**Vignette characteristics**

Each vignette (V) script was assigned three diagnostic solutions (S1–S3) describing the most likely ‘diagnosis’ in S1, and the least likely in S3 (figure 1). RCGP also assigned each vignette a single triage recommendation (T) which was based on the most likely diagnostic solution (in cell one, S1). The triage recommendation (T) could fall into any one of three categories: (1) self-care (ie, see pharmacist, self-limiting condition or self-care); (2) seek primary care (ie, see GP/doctor in 12 hours, 48 hours or 2 weeks), or (3) seek urgent care (ie, seek emergency treatment or call ambulance). The characteristics of each vignette can be summarised in a simple five-item cellular configuration illustrating the arrangement of S1, S2 and S3, and the triage recommendation (T) for each vignette (V) (figures 1 and 2).

**External review of vignettes by independent GPs**

We provided the vignette scripts to three independent GPs that had no connection with the OSC provider. The vignettes were provided without the diagnostic or triage solutions proposed by the RCGP. We asked the physicians to independently deliberate on each vignette and record up to three diagnostic solutions (S1-3) and one triage (T) recommendation. We asked that each GP base their triage recommendation on the most severe diagnostic solution for each vignette. This resulted in the genesis of an ‘alternative’ set of diagnostic and triage solutions to the vignettes originally provided by the RCGP (figure 1).
Synthesising the consolidated diagnostic and triage solutions

A final refined set of diagnostic and triage solutions for each vignette that took into account the perspectives of both the RCGP and the independent panel of GPs was synthesised by consolidating the diagnostic and triage solutions of both roundtables. The correct diagnosis (S1, S2 and S3) for each vignette was synthesised by consolidating the solutions proposed in the preceding original and alternative sets. The correct diagnosis solutions were ordered by their frequency of appearance in the series, such that the most frequent solutions appeared in S1, and subsequently in S2 and S3 (figure 2). There were

<table>
<thead>
<tr>
<th>Triage recommendation</th>
<th>Self-care</th>
<th>Seek primary care</th>
<th>Seek urgent care</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Self-limiting</td>
<td>In 14 days</td>
<td>In 48 hours</td>
</tr>
<tr>
<td>Cardiology</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Dentist</td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Emergent care</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ENT</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>GUM</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Haematology</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Immunology</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Infection</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Mental health</td>
<td>0</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>MSK</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Renal</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Neurology</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Oncology</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Eye</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Respiratory</td>
<td>3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Rheumatoid</td>
<td>0</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Surgical</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Women’s health</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>22</td>
<td>29</td>
<td>28</td>
</tr>
</tbody>
</table>

Table 1 Triage recommendations for 139 vignettes across 18 subcategories of clinical care

ENT, Ear, nose & throat; GUM, Genitourinary; MSK, Musculoskeletal.

Figure 1 Clinical vignette (V) creation process. GP, general practitioner; RCGP, Royal College of General Practitioners.
occasions when only S1 and S2 had a frequency of 2 or above. On occasion that a cell had diagnostic solutions with a frequency of just 1 each, it was not possible to order them objectively without introducing bias. In these instances, we reverted to the original (RCGP) set to assign the diagnostic solution for S2 and S3. The triage recommendation for each vignette in this final iteration was based on the most severe diagnostic solution in the series.

**Patient simulation by lay and expert inputters**
The 139 vignettes were used by a panel of lay and expert inputters to benchmark the performance of Healthily OSC against all three standardised solutions for each vignette. Two laypersons and four expert inputters recruited through personal contacts used the vignettes to independently record the consultation outcome and triage recommendation from Healthily OSC. One layperson was a 20-year-old female first-year university student, and the other lay inputter was a 47-year-old woman who completed a Bachelor of Arts degree. Neither layperson nor expert inputter had any previous or significant experience in using OSC. The four expert inputters recruited (two men and two women; age range = 21–34 years) were all research assistants in the host research organisation (Department of Primary Care and Public Health). None of the inputters had a medical background; one-half had a social science background and the other two were careered in biomedical science. Interpretation of the vignette script was left to the individual inputters who did not have any additional information. The inputters were instructed to make the following blanket assumptions when answering the questions posed by OSCs: the simulated patient is a non-smoker, not pregnant, not obese, not taking medication, not diabetic, not hypertensive, has no history of heart disease, asthma, cancer, cystic fibrosis or other concerning or significant medical history, with no recent (3 months) sexual activity. Inputters were instructed to not include more than three consecutive symptoms in a single answer to any question posed by OSC.

**Recording output**
Healthily OSC may give up to three diagnostic solutions (S1, S2 and S3), whereas a single triage recommendation (T) may or may not be provided at the end of the online consultation. Inputters independently simulated the patient described in each vignette and recorded the consultation outcome (the diagnostic solution) using a case record form. Data were collected on up to three keywords used during input, details of any inputted keyword recognised by OSC, the first three consultation outcomes (if any) provided, the triage recommendation from Healthily OSC against all three standardised solutions for each vignette. Two laypersons and four expert inputters recommended the more urgent triage category (eg, see doctor instead of self-care). A triage recommendation was deemed safe when it exactly matched the triage category of a standardised set, and ‘safe but overcautious’ when it recommended the more urgent triage category (eg, see doctor instead of self-care). A triage recommendation was deemed unsafe when it suggested a less urgent category (eg, seek ‘primary care’ instead of ‘urgent care’, or self-care instead of recommending ‘urgent care’). Diagnostic accuracy was defined as providing the correct consultation outcome (the primary outcome) relative to the standardised set of triage solutions being tested. A triage recommendation was deemed safe when it exactly matched the triage category of a standardised set, and ‘safe but overcautious’ when it recommended the more urgent triage category (eg, see doctor instead of self-care). A triage recommendation was deemed unsafe when it suggested a less urgent category (eg, seek ‘primary care’ instead of ‘urgent care’, or self-care instead of recommending ‘urgent care’). Diagnostic accuracy was defined as providing the correct consultation outcome (the secondary outcome) for each vignette. We also sought to investigate the extent that interpretations of the same vignette by different inputters could lead to different outputs using the same OSC by comparing the Cohen’s kappa which is a measure of inter-rater reliability (IRR) between groups of lay and expert inputters.

**Consultation outcome data coding**
To support with data management and objective analysis of output from OSC, we developed a simple framework to capture various output parameters. We assigned a three-digit numerical score to objectively characterise the level of agreement between the OSC consultation outcome and diagnostic solutions (S1, S2, S3) for each vignette:

- **(3): full agreement:** correct consultation outcome appears in the exact same position as per the curated diagnostic solution in a given set.
- **(2): partial agreement (good):** correct consultation outcome, but is one cell apart from the correct diagnostic solution (eg, S1 placement is found in S2, or S2 placement found in either juxtaposed cell).
► (1): partial agreement (poor); correct consultation outcome, but the placement is two cells apart from the correct diagnostic solution (eg, S1 placement is found in S3 or vice versa).
► (0): no agreement; incorrect consultation outcome in any cell, and not relating to a correct diagnostic solution in the set.
► (9): null; or no output provided.

The resulting three-digit score described an output pattern that could be objectively analysed and weighted to benchmark the performance of OSC against the solutions in each standardised set. Of the 125 possible permutations of the three-digit score, only 59 combinations were considered logical in representing the levels of agreement between the diagnostic solutions from OSC and those in a standardised set (online supplemental table 1). The same terminology was used to describe the level of agreement between the triage solution in each set and the triage recommendation of the OSC (or the lack thereof).

**Statistical analysis**

The consultation outcomes and triage recommendations from Healthily OSC were compared with the original, the alternative, and the consolidated sets of solutions for each vignette (figures 1 and 2). We estimated Cohen’s kappa coefficient which is a measure of IRR to investigate the extent that different interpretations of the same vignette by different inputters resulted in different consultation outcomes when using the same OSC.\(^2\) Kappa values <0.41 were rated as fair, between 0.41 and 0.60 as moderate, between 0.61 and 0.8 as good, and >0.81 as very good.\(^3\) Descriptive analysis was used to assess the perceived accuracy and safety of Healthily OSC against all three standardised sets. Data were expressed in frequencies, proportions and 95% CIs. Pearson’s \(X^2\) test and Fisher’s exact test were used to determine whether there was a difference in signposting (eg, to links where the user can learn more about the same or similar conditions), the provision of a consultation outcome or a triage recommendation by different inputters using the same OSC and vignette. Significance was noted when \(p\) value was <0.05. The statistical analysis was performed using Stata Statistical Software, V.16 (StataCorp 2019).

**Patient and public involvement**

Patient and public involvement was embedded in this project. Two lay inputters were involved in the collection of output data from Healthily OSC.

**RESULTS**

**IRR testing**

**Independent panel of physicians**

Overall, there was substantial agreement (kappa=0.66; table 2 and online supplemental table 2) in ‘self-care’ triage recommendation between the original triage solutions proposed by the RCGP and the alternative standard proposed by the independent panel of physicians (kappa=0.48; table 2), whereas there was only fair (kappa=0.24) and moderate (kappa=0.44) agreement for ‘primary care’ and ‘urgent care’ triage recommendations in that same order (table 2).

There was fair agreement (kappa=0.35) between the diagnostic solutions proposed by the independent panel of GPs and the RCGP when the correct solution appeared in the first cell (S1), and fair agreement (kappa=0.29) when the correct solution appeared in any cell (S1–S3); (table 2 and online supplemental table 3).

**Lay and expert inputters**

Overall, there was moderate agreement on triage recommendation from Healthily OSC between all inputters (expert and lay) and the original RCGP solutions across all vignettes (kappa=0.48, table 3 and online supplemental table 4). The agreement on triage recommendation between the expert inputters and the original RCGP solution was moderate (kappa=0.44) whereas it was fair (kappa=0.37) between lay inputters. The highest (almost

---

**Table 2** Cohen’s kappa of agreement between the panel of physicians and RCGP split by triage and diagnostic solution

<table>
<thead>
<tr>
<th>Triage solution</th>
<th>RCGP vignettes in each triage category</th>
<th>GP1</th>
<th>GP2</th>
<th>GP3</th>
<th>Cohen’s kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-care</td>
<td>22</td>
<td>19</td>
<td>15</td>
<td>15</td>
<td>0.66</td>
</tr>
<tr>
<td>Primary care</td>
<td>85</td>
<td>72</td>
<td>86</td>
<td>41</td>
<td>0.24</td>
</tr>
<tr>
<td>Urgent care</td>
<td>32</td>
<td>45</td>
<td>38</td>
<td>83</td>
<td>0.44</td>
</tr>
<tr>
<td>Unknown</td>
<td>–</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>–</td>
</tr>
<tr>
<td>Total</td>
<td>139</td>
<td>139</td>
<td>139</td>
<td>139</td>
<td>0.66</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Diagnostic solution</th>
<th>RCGP vignettes in each diagnostic solution</th>
<th>GP1</th>
<th>GP2</th>
<th>GP3</th>
<th>Cohen’s kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct in position one</td>
<td>–</td>
<td>72</td>
<td>81</td>
<td>74</td>
<td>0.35</td>
</tr>
<tr>
<td>Correct in any position</td>
<td>–</td>
<td>111</td>
<td>114</td>
<td>110</td>
<td>0.29</td>
</tr>
</tbody>
</table>

GP, general practitioner; RCGP, Royal College of General Practitioners.
perfect; kappa=0.84) agreement on triage recommendations was between the expert inputters for the self-care category (table 3). The lowest agreement between the expert inputters had a kappa of 0.29 for urgent care.

We compared the consultation outcome from Healthily OSC from two lay inputters against the output recorded by four expert inputters to determine the extent that individuals could arrive at different solutions even when using the same vignette and OSC tool (online supplemental table 4). A significant difference was observed in consultation outcomes in position cells S1 (p<0.001) and S3 (p=0.03) between both type of expert inputters, but not for S2 (p=0.30) or the single triage (T) option (p=0.93). Overall, there was substantial agreement on consultation outcomes between all inputters (expert and lay) and the original RCGP solutions across all vignettes (kappa=0.73; table 3). The agreement across all vignettes on consultation outcomes between expert inputters was substantial (kappa=0.71), whereas it was almost perfect (kappa=0.84) among lay inputters.

### Signposting at end of online consultation

There was no significant difference in signposting between expert inputters when using Healthily OSC (p=0.23; online supplemental table 5). However, there was a significant difference between the two lay inputters (p<0.001), and between the expert (n=4) and lay (n=2) inputters when compared as a group (p<0.001). There was significant variation between inputters with respect to whether the OSC provided signposting at the end for the same vignette, regardless of whether or not the simulation resulted in a triage recommendation (p<0.001). The difference disappeared when no triage recommendation was provided (p=0.21).

### Benchmarking the performance of Healthily OSC

#### Diagnostic accuracy

On average, Healthily OSC provided a diagnostic solution 74.6% of the time (figure 3). When compared against the original (RCGP) standard, Healthily OSC provided the correct diagnostic solution at any position 43.3% of the time (figure 4 and table 4). The diagnostic accuracy of OSC improved by 18.6% (increasing from 43.3% to 61.9%) when comparing the level of agreement for S1 between the original and final consolidated standards (p<0.001; table 4).

#### Triage recommendation

When benchmarking against the RCGP standard, Healthily OSC provided an appropriate triage recommendation 43.3% (95% CI 39.2% to 47.6%) of the time. However, the correct triage solution increased to 61.9% (95% CI 57.7% to 65.9%) of the time (p<0.001; table 5 and figure 4) when benchmarked against the final consolidated standard.

### Safety of triage recommendation

When compared against the consolidated solutions, Healthily OSC made triage recommendations that were deemed unsafe 4.3% and 24.3% of the time (28.6% total) for vignettes describing a symptom that required primary care and emergent care, respectively (p<0.001; table 4 and figure 5).

### DISCUSSION

In this study, we used a novel series of clinical vignettes describing patient scenarios and symptoms across 18 subcategories of clinical care to determine if vignettes were a suitable tool that could be used to benchmark the performance of OSCs. Our approach included providing the vignettes to a panel of independent physicians to arrive at an alternative set of diagnostic and triage solutions as originally proposed by RCGP. We consolidated both iterations to arrive at a final refined standardised set of solutions and benchmarked the performance of a popular OSC using 834 unique patient simulations.

We showed significant variability of medical opinion depending on which group of GPs considered the vignette script, whereas consolidating the output of two independent GP roundtables (one from RCGP and another panel of independent GPs) resulted in a more refined third iteration (the consolidated standard) which more accurately included the ‘correct’ diagnostic

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Cohen’s kappa coefficient of agreement between different inputters split by triage recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Overall</td>
</tr>
<tr>
<td>All inputters</td>
<td>0.48</td>
</tr>
<tr>
<td>Lay inputters</td>
<td>0.37</td>
</tr>
<tr>
<td>Expert inputters</td>
<td>0.44</td>
</tr>
</tbody>
</table>

Figure 3: Healthily OSC diagnostic accuracy benchmarked against three standards. OSC, online symptom checker.
and triage solutions conferred by the vignette script. This was demonstrated by the significant extent that the performance of OSC improved when benchmarked between the original and final consolidated standards (diagnostic accuracy improved from 37.4% to 41.2% for S1, whereas congruent triage recommendation improved from 43.3% to 61.9%; table 5). The different qualities of the diagnostic and triage solutions between iterative standards suggest that vignettes are not an ideal tool for benchmarking the accuracy of OSC since performance will always be related to the nature and order of the diagnostic and triage solutions which we have shown can differ significantly depending on the approach and levels of input from independent physicians. By extension, it is reasonable to propose that any consolidated standard for any vignette can always be improved by including a wider range of medical opinion until saturation is reached and a final consensus emerges.

Another key factor that may impact the suitability of benchmarking OSC using clinical vignettes is related to the inputter's inability to answer truthfully all the questions that may be asked during the online consultation process. This inherent methodological limitation necessitates the use of blanket assumptions (eg, the inputter is instructed to always indicate that they are ‘not pregnant’, do not have a any long-term condition, or that they ‘did not have any recent sexual activity’, etc). In contradistinction to a real patient who is experiencing the symptoms and can always answer truthfully, when inputters use these blacket assumptions they could arrive at a different consultation outcome (including a different diagnostic solution and/or triage recommendation) compared to the intended end user who may have a long-term condition or be a smoker for example. The moderate agreement (kappa=0.48) between different inputters overall, which reduced to only fair agreement (kappa=0.29) for case vignettes with an urgent triage recommendation, suggests that the wording of some vignettes could be revised to reduce the likelihood of divergent interpretations of the same script. It is inevitable that different people will use different words to describe their conditions, necessitating the use of machine learning to render OSC capable of understanding multiple different descriptions of the same problem. Further, the vignette script is necessarily limited in the number of words, and even if the description and context were expanded, it may still not capture all the information necessary to simulate how a real patient may engage with the same OSC. These inherent limitations were illustrated by how different inputters arrived at different diagnostic solutions when using the same vignette script and the same OSC.

Another key outcome measure was the congruence of the triage recommendation made by the online tool or each vignette relative to the correct solutions proposed in the original and subsequent iterations following input from an independent panel of physicians. Whereas RCGP always made a triage recommendation that was based on the first (most likely) ‘correct’ solution (ie, S1) for each vignette, the triage recommendation in the alternative and consolidated standards was always based on the most severe diagnostic solution regardless of whether it appeared first or within the top three placements in the series. Recommending a triage option that was based on the most severe disposition—or ‘worst case scenario’—is appropriate for OSC because this enhances patient safety, even on occasion when the triage option is safe but over-cautious. For example, if ‘indigestion’ (S1), ‘costochondritis’ (S2) and ‘heart attack’ (S3) appeared in that same order, the appropriate triage recommendation is to base...
the triage on ‘heart attack’ and therefore to ‘seek urgent care’ even if this potential diagnosis did not appear first in the series. This is clearly the ‘safer’ option, and the one adopted by Healthily, whereas other OSCs (eg, Ada and Babylon) provide a triage consultation based on the first proposed (ie, ‘most likely’) solution in the series.

That Healthily recommended ‘unsafe’ triage 28.6% overall, and very unsafe triage only 3.7% of the time suggests that the online consultation tool is generally working at a safe level of probable risk, and more frequently made an appropriate triage recommendation or signposted the user to the more urgent triage category as opposed to the other way around. This was unsurprising as it is reasonable to expect OSCs to be ‘risk averse’ since these decision support tools arrive to a conclusion with limited data and without human interaction.31

Although the diagnostic solutions proposed by an independent panel of physicians agreed with the RCGP solutions on average 72% of time, and on triage 74% of the time, this did not mean that any of the GPs were wrong. When GPs diagnose, they assess probable risk and then investigate. This implies that primary care assessment is
not binary; there is often not a correct answer but rather a series of options that could be explored with the patient to help resolve the symptoms and treat the condition using evidence-based decision-making refined over time including the use of further tests. By contrast, the provenance of a clinical vignette usually starts from the condition and builds a story, whereas conversely GPs and OSCs start with the story and then work towards a probable condition. Often, as we saw following the independent deliberations of a panel of physicians, there are many possible conditions in the ‘area’ a vignette might point towards. We found that both the online consultation tool and the physicians were in the right area but not precisely ‘correct’. This demonstrates why any claims that an OSC can ‘diagnose’ need to be challenged, since GPs do not diagnose and therefore OSCs cannot. Diagnosis can only come after testing and verification of the initial hypothesis, and accurate diagnosis usually includes other aspects such as imaging, pathology results involving the use of point-of-care and other near patient testing procedures.

Our audit study had a number of limitations, including that the original RCGP diagnostic and triage solutions for each vignette offered a baseline for assessment but could not be considered as the ‘ideal’ or ‘gold’ standard even after additional input from an external roundtable of independent GPs. Other limitations included a small sample of vignettes and using only one OSC.4 Despite these limitations, the framework and pragmatic methodology used to support the objective development of the consolidated set consisting of 139 vignettes with congruent diagnostic and triage solutions were suitable to benchmark the performance of online consultation tools. We acknowledge also that the final consolidated set can be developed further by inviting input from a larger number of GPs. Further work is indicated to refine the wording of some vignettes since there is a large variation in how different inputters could interpret each item leading to different diagnostic solutions and triage recommendation (the main output parameters) even when using the same OSC tool.

There are a number of person-centred and policy implications for the use of OSC.4 For example, access to healthcare is a major issue and this has become more pronounced since the advent of the COVID-19 pandemic.32 Improving access to primary care and/or pre-primary care health advice is expected to reduce pressure on urgent and secondary care services, and this is a main driver for the use of a safe and effective OSC that offer congruent and safe triage recommendations to end-users in the community setting. The widespread adoption and diffusion of OSC with added functionality can help empower individuals, improve health literacy levels through microlearning,33 and may even promote individual self-care capability and the rational use of products and services. This applies especially for OSCs that signpost users to relevant information that could help them determine possible next steps regardless of whether the OSC provided a triage recommendation or not. At this stage in their development, OSCs must be risk averse by avoiding undertriage where patients are directed to a less urgent service. This may have a negative impact on health service resources in that it may result in unnecessary use of urgent or emergency health providers but may equally result in an earlier diagnosis and appropriate treatment of medical conditions which reduces morbidity, mortality and overall costs in the long term. The rational use of OSC may in the future decrease the high demand on primary care providers and this utility is especially welcome since the workload for GPs in the UK has increased by 62% from 1995 to 2008,34 whereas there has been very little or no increase in the number of GPs per 1000 population.35

A recent paper highlighted a wide variation in performance between available symptom checkers and showed that overall performance is significantly below what would be accepted in any other medical field.4 The authors concluded that external validation is urgently required to ensure these public-facing tools are safe. Our study showed that vignettes are not ideally suited to benchmark the performance of OSC as inter-rater agreement is not perfect between different inputters and because larger roundtables of independent physicians could lead to more refined iterations of the diagnostic and triage solutions for each vignette thus leading to different outcomes. Further work is recommended to cross-validate the performance of OSCs against real-world test case scenarios using real patient stories and interactions with GPs as opposed to using artificial vignettes only.

CONCLUSION

Inherent limitations of clinical vignettes render them largely unsuitable for benchmarking the performance of popular OSCs because the diagnosis and triage solutions assigned to each vignette script are amenable to change pending the deliberations of an independent panel of physicians. Although OSCs are already working at a safe level of probable risk, further work is recommended to cross-validate the performance of OSCs against real-world test case scenarios using real patient stories and interactions with GPs as opposed to using artificial vignettes only which will always be the single most important limitation to any cross-validation study.
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