ABSTRACT

Objectives To adjust for confounding in observational data, researchers use propensity score matching (PSM), but more advanced methods might be required when dealing with longitudinal data and time-varying treatments as PSM might not include possible changes that occurred over time. This study aims to explore which confounding adjustment methods have been used in longitudinal observational data to estimate a treatment effect and identify potential inappropriate use of PSM.

Design Mapping review.

Data sources We searched PubMed, from inception up to January 2021, for studies in which a treatment was evaluated using longitudinal observational data.

Eligibility criteria Methodological, non-medical and cost-effectiveness papers were excluded, as were non-English studies and studies that did not study a treatment effect.

Data extraction and synthesis Studies were categorised based on time of treatment: at baseline (interventions performed at start of follow-up) or time-varying (interventions received asynchronously during follow-up) and sorted based on publication year, time of treatment and confounding adjustment method. Cumulative time series plots were used to investigate the use of different methods over time. No risk-of-bias assessment was performed as it was not applicable.

Results In total, 764 studies were included that met the eligibility criteria. PSM (165/201, 82%) and inverse probability weighting (IPW; 154/502, 31%) were most common for studies with a treatment at baseline (n=201) and time-varying treatment (n=502), respectively. Of the 502 studies with a time-varying treatment, 123 (25%) used PSM with baseline covariates, which might be inappropriate. In the past 5 years, the proportion of studies with a time-varying treatment that used PSM over IPW increased.

Conclusions PSM is the most frequently used method to correct for confounding in longitudinal observational data. In studies with a time-varying treatment, PSM was potentially inappropriately used in 25% of studies. Confounding adjustment methods designed to deal with a time-varying treatment and time-varying confounding are available, but were only used in 45% of the studies with a time-varying treatment.

INTRODUCTION

The increasing availability of real-world data derived from electronic health records, registries, wearables and surveys can be a valuable source of data to evaluate the effectiveness of a treatment. Deriving inference directly from real-world data can be challenging as it is prone to confounding. To adjust for confounding, researchers use methods such as propensity score matching (PSM) to create two comparable groups in which both the treated- and untreated patients have similar observable characteristics (like age, pain scores, weight, etc.) similar to a randomised trial.

Although these methods can be sufficient when a patient is treated at the start of a study (baseline), more advanced methods might be required when dealing with longitudinal data and time-varying or repeated treatments. Adjustment at baseline in the presence of longitudinal data and time-varying treatment might not include possible changes that occurred over time. These can include
changes in treatment regimens or disease progression, but can also comprise weight changes, pain scores or changes in behaviour (eg, stopped smoking). These changes can alter the balance between treated and untreated patients and can result in different estimates of the treatment effect (see box 1).3 4

Methods like time-dependent PSM and the g-methods (inverse probability weighting (IPW), parametric g-formula or g-estimation) can incorporate time-varying covariates and time-varying treatments and can take feedback between the treatment and outcome over time into account.2 5–8 It is however unclear if these methods are regularly used in practice when dealing with longitudinal observational data with a time-varying treatment. Therefore, this mapping review aimed to identify and describe which methods have been used to adjust for confounding bias in longitudinal observational data and identify potential inappropriate use of baseline adjustment methods (like PSM).

**METHODS**

A mapping literature review was performed to determine which confounding adjustment methods were used in longitudinal observational data to estimate a treatment effect. Mapping reviews are designed to map out and categorise existing literature and explore trends and identify gaps by study design and other key features.9 This study was conducted and reported according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews.10

**Patient and public involvement**

Patients and/or public were not involved.

**Search strategy**

We searched in PubMed from inception up to January 2021 for papers in which a treatment was evaluated using longitudinal observational data. Search terms used were time varying, longitudinal observational data, and commonly used adjustment methods and terms (eg, matching, g-methods). The search strategy can be found in online supplemental file S1. Methodological, non-medical and cost-effectiveness papers were excluded as well as non-English studies or studies that did not study a treatment effect. Studies that used no adjustment method or used the adjustment method solely as sensitivity analysis were also excluded.

All papers were screened based on title and abstract and papers that met the inclusion criteria were screened full-text. The title, author(s), journal, research theme, publication date, confounding adjustment method and time of treatment (at baseline or time-varying) were extracted from all papers that met the inclusion criteria. A treatment at baseline was defined as an intervention performed at the start of follow-up for all included patients (eg, all treated patients received surgery at the start of follow-up). Time-varying treatment was defined as a treatment that was received asynchronously during follow-up (eg, patients received surgery at different moments during follow-up) or when dealing with a repeated treatment of which the timing was not identical for all treated patients (eg, personalised medication intake over time). If the time of treatment was not defined, studies were categorised as unclear.

---

**Box 1  Empirical example using data from the Osteoarthritis Initiative**

To investigate the influence of the different confounding adjustment methods on the outcome, two previously published empirical examples with a time-varying treatment were selected: (1) the effect of meniscectomy (surgical removal of the meniscus) and (2) the effect of intra-articular corticosteroid injections on the risk to receive knee replacement surgery.20 21 Data from the Osteoarthritis Initiative (OAI) was used for both examples. The OAI is a multicentre, longitudinal cohort study that included patients with (or at risk for) symptomatic femorotibial knee osteoarthritis (OA) with a follow-up up to 108 months, available for public access (https://data-archivenimnhgov/oai). A large set of variables was extracted from the OAI, measured at baseline and annual follow-up visits. These include general patient characteristics, clinical variables, quality of life measurements, functional scores and time-varying treatments.

In total, we compared nine commonly used adjustment for both empirical examples: four methods that corrected using baseline covariates, four time-dependent methods and no matching. We found in the first example (meniscectomy) that adjustment using baseline covariates resulted in larger estimates of the treatment effect compared with time-dependent methods, while results were consistent in the second example (intra-articular corticosteroid injection; figure 1). These results show that the selected adjustment method can influence the detected treatment effect when dealing with potential time-varying confounding. See online supplemental file S2 for more details.

---

**Figure 1** Forest plot displaying the results of the two empirical examples (left: meniscectomy, right: intra-articular corticosteroid injection (IAC)). Four methods were compared using baseline covariates, four methods using time-dependent covariates and time-varying treatment and one without correction. CCA, conventional covariate adjustment; IPW, inverse probability weighting; PSM, propensity score matching; tPSM, time-dependent propensity score matching.
Study selection and data extraction were performed by one reviewer (SRWW). Any issues during study selection, data extraction or analysis were discussed and resolved by all authors. No risk of bias assessment was performed because the scope of this paper targets the statistical methods that have been used in these papers, and therefore a risk of bias assessment was not applicable.

Analysis
Study selection was performed in Rayyan. Study characteristics (author, publication year, journal), time of treatment (at baseline, time-varying or unclear) and confounding adjustment method were extracted and analysed in R (V.4.1.0, The R Foundation for Statistical Computing, Vienna, Austria). Studies were sorted based on publication year, time of treatment and confounding adjustment method and described using descriptive statistics. If a study used multiple adjustment methods or a combination of methods, we included all methods, that is, more methods than papers could be identified. Cumulative time series plots were used to investigate the use of different methods over time for treatments at baseline and time-varying treatments using the Plotly package.

RESULTS
Our search identified 2140 articles of which eventually 764 met the eligibility criteria after title and abstract review, and subsequent full-text review (see also figure 2).

Figure 2 Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram of the flow of papers in the mapping review. In total, 764 studies were included and categorised according to the time of treatment. CA, covariate adjustment; IPW, inverse probability weighting; PS, propensity score; PSM, propensity score matching; TdPSM, time-dependent propensity score matching.
The main reasons for exclusion were the lack of intervention/treatment (n=405), a scope outside of medicine (n=376), a methodological paper (n=348) or the study did not use longitudinal observational data or did not correct for confounding (n=123). Of all included papers, 201 (26%) had a treatment at baseline, 502 (66%) had a time-varying treatment and 61 (8%) papers had no clearly defined time of treatment. Of the papers with a treatment at baseline, the majority used PSM with baseline covariates (n=165, 82%) as a method to correct for confounding. Studies that had a time-varying treatment most often used IPW (154 papers, 30%), PSM with baseline covariates was used in 123 papers (25%), PSM with baseline covariates combined with time-dependent Cox regression in 69 papers (14%), covariate adjustment using the propensity score in 49 papers (10%), time-dependent PSM in 40 papers (8%), parametric g-formula in 22 papers (4%), propensity score stratification in 18 papers (2%) and G-estimation in 13 papers (3%). Confounding adjustment methods designed to deal with a time-varying treatment and time-varying confounding (IPW, parametric g-formula or g-estimation) were used in 45% of the papers with a time-varying treatment. In the last 5 years, the proportion of studies with a time-varying treatment that used PSM with baseline covariates over IPW increased (199 vs 158 in 2020, for PSM with baseline covariates and IPW, respectively) (figure 3). For papers of which the time of treatment was unclear, PSM at baseline was most frequently used in 28 papers (46%). We added an overview of the most commonly used methods found in our search and when they should be used (figure 4).

**DISCUSSION**

Although advanced methods are available to correct for confounding in longitudinal observational data, we showed that these methods are not always used in studies that have a time-varying treatment. Instead, 25% of the studies that had a time-varying treatment used PSM with baseline covariates to correct for confounding which can potentially result in a biased treatment effect.4

Our findings confirm the results by Clare et al whom provided a summary of new methods that have been used in literature to deal with time-varying confounding. They concluded that IPW was the most commonly used, more robust methods (like g-estimation) were underused.13

Our results are also in agreement with the findings by Austin and Stuart whom reported a rapidly increasing use of IPW in the literature in the last decade.14 None-the-less, we detected a similarly rapid growth in the use of PSM in studies with a time-varying treatment, which can potentially result in biased results as PSM does not correct for time-varying confounding. Although time-dependent methods like tPSM, parametric g-formula and IPW are extensively described in the literature, adjusting at baseline in observational data is still common in literature and was used in 25% of the papers with a time-varying treatment we included in our mapping review.16 The proportion of studies with a time-varying treatment that used PSM over IPW even increased in the last 5 years.

Some potential limitations should also be discussed. First, the main limitation of a mapping review is the broad descriptive level at which studies are analysed and described. However, it does provide a general overview of the published literature and suggests that methods to deal with confounding in studies with a time-varying treatment are underused. Furthermore, no risk of bias assessment of the included studies was performed and study selection and data extraction were performed by one reviewer. Using a second reviewer throughout the entire study screening process could increase the number of relevant studies identified for use in a systematic review.17 However, as we targeted the overall trends in data analysis of studies with longitudinal observational data, this would likely not affect our conclusions much. Second, although it is common to search multiple databases in a systematic review, our mapping review was limited to PubMed. We found over 2000 papers in PubMed which was ample...
Common methods to correct for confounding

Multiple methods are used to correct for confounding. Here we list the most common types and when they should be used.

**Covariate adjustment using propensity score**
- The outcome variable is a representation of an indicator variable denoting treatment status and the estimated propensity score (included in the analysis of study).
- Not recommended for eliminating baseline differences as it does not allow balancing of covariates across treated and control groups.

**Propensity score stratification**
- Stratifying patients into mutually exclusive subgroups based on estimated propensity score (propensity score-sampling design from analysis of study).
- Patients within strata have similar (balanced) values of the propensity score.
- Not recommended for eliminating baseline differences.

**Propensity score matching**
- Creating matched sets of treated and untreated patients who share a similar value of the propensity score (variable matching from analysis of study).
- Propensity score matching is recommended over stratification or covariate adjustment as it eliminates greater proportion of systematic differences in baseline characteristics between treated and untreated.
- Not recommended for time-varying treatment or time-varying confounding.

**Inverse probability weighting**
- Generates a pseudo-population in which exposures are independent of confounders, analysis and results of marginal structural model (as in SEM, covariates design from analysis of study).
- Subsets the treated and untreated groups, and time-varying confounding.
- Not recommended when probability scores are small (close to 0) as weights can be unstable.

**Parametric G-formula**
- Models the joint density of the observed data to generate potential outcomes under different hypothetical treatment strategies included in the analysis of the study.
- Suitable for longitudinal data with time-varying treatments and can adjust for time-varying confounders that are affected by prior exposure.

**G-estimation**
- Exploits the conditional independence between the exposure and potential outcomes to estimate the causal nested models parameters included in the analysis of the study.
- Suitable to estimate the potential effect of a sequence of treatments, when dealing with continuous exposures on when standard assumptions fail.

**Figure 4** Common methods to correct for confounding and when they should be used.

for the aim of this study and for a mapping review. It is unlikely that additional searches could alter our conclusions. Third, for some studies we were not able to identify if patients were treated at baseline or during follow-up. Fortunately, this only occurred in 8% of the papers we included.

**Implications**

From previously published studies we can conclude that time-dependent methods can be important to avoid biased estimates of the treatment effect when adjusting for confounding in longitudinal observational data with potential time-varying confounding.\(^4\)\(^1\)\(^8\) Therefore, we suggest using one of the g-methods (IPW, parametric g-formula, g-estimation) with time-varying covariates and time-varying treatment if the data is available.\(^1\)\(^8\)\(^1\)\(^6\) Yet, these methods are not the panacea for unconfounded analyses in longitudinal observational data. They still rely on relevant confounder selection (based on prior knowledge, possibly supported by a directed acyclic graph), require careful examination of weights and adequate covariate balance.\(^1\)\(^4\) Although there are clear benefits and limitations to each g-method, it is often unclear what the most appropriate method is to correct for confounding.\(^1\)\(^5\) From the g-methods, IPW has three main advantages over the other methods: (1) it is a commonly used method, (2) it is relatively simple to understand and explain, and (3) it is easy to perform in standard statistical software (like R or STATA). Parametric g-formula is ideal for joint interventions or dynamic interventions but requires more computational power and additional programming.\(^1\)\(^8\) G-estimation is particularly useful for studying the interaction between treatment and time-varying confounders (treatment-confounder feedback), but it can be challenging to implement g-estimation in longitudinal data. G-estimation can also be complex as there are not many practical guidelines or statistical packages that support this method for longitudinal data with a time-varying treatment. The developers of g-estimation R-package (General Purpose G estimation in R) are currently drafting a comprehensive introduction including an explanation of the structural nested mean model types, the g-estimation algorithm, instructions to set up the users’ dataset, and a tutorial to perform g-estimation.\(^1\)\(^9\)

When dealing with real-world data, g-methods are recommended to evaluate the effectiveness of a treatment to preclude confounding. However, a proper assessment of the required confounding adjustment methods prior to data analysis is appropriate. As we have seen in box 1, different confounding adjustment methods can potentially influence the conclusions of a study. It depends on many (unknown) case-specific aspects and thus it can be challenging to predict how different methods can affect the conclusion of a study. A direct comparison of different methods to correct for confounding is not recommended as this could stimulate selective reporting of (positive) study results. Every analysis of longitudinal observational data should start by selecting the method best suited for the data at hand. Figure 4 provides an overview of the most commonly used methods and can assist researchers to select the most appropriate method available.

**CONCLUSION**

PSM using baseline covariates is the most used method to correct for confounding in longitudinal observational data, even in the presence of a time-varying treatment. Of the 502 identified studies with a time-varying treatment, 123 (25%) used PSM with baseline covariates, which might be inappropriate. Confounding adjustment methods designed to deal with a time-varying treatment and time-varying confounding (IPW, parametric g-formula or g-estimation) are available, but were only used in 45% of the papers with a time-varying treatment and this can potentially result in biased estimates of the treatment effect.
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Supplement S1: Search strategy

<table>
<thead>
<tr>
<th>Step</th>
<th>Search Terms</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial search</td>
<td>(time var*[tiab] OR time dependent*[tiab] AND iptw*[tiab] OR inverse probability*[tiab]) OR (&quot;Propensity Score&quot;[Mesh] OR propensity score*[tiab])</td>
<td>28373</td>
</tr>
<tr>
<td>Included propensity mesh to reduce the number of papers</td>
<td>(&quot;Propensity Score&quot;[Mesh] OR propensity score*[tiab]) AND (time var*[tiab] OR time dependent*[tiab] OR iptw*[tiab] OR inverse probability*[tiab])</td>
<td>1566</td>
</tr>
<tr>
<td>Added risk-set matching</td>
<td>(risk-set matching*[tiab]) OR (&quot;Propensity Score&quot;[Mesh] OR propensity score*[tiab]) AND (time var*[tiab] OR time dependent*[tiab] OR iptw*[tiab] OR inverse probability*[tiab])</td>
<td>1570</td>
</tr>
<tr>
<td>Added g-methods to the search and studies published before 2021</td>
<td>(risk-set matching*[tiab]) OR (&quot;Propensity Score&quot;[Mesh] OR propensity score*[tiab]) OR (&quot;g-methods&quot;[tiab] OR &quot;g-formula&quot;[tiab] OR &quot;g-estimation&quot;[tiab] OR &quot;parametric g-formula&quot;[tiab]) OR (iptw*[tiab] OR inverse probability*[tiab]) AND (time var*[tiab] OR time dependent*[tiab] OR longitudinal*[tiab]) Filters: from 1992 - 2020</td>
<td>2081</td>
</tr>
<tr>
<td>Added &quot;Marginal structural Cox model&quot; to the search</td>
<td>(risk-set matching*[tiab]) OR (&quot;Propensity Score&quot;[Mesh] OR propensity score*[tiab]) OR (&quot;g-methods&quot;[tiab] OR &quot;g-formula&quot;[tiab] OR &quot;g-estimation&quot;[tiab] OR &quot;parametric g-formula&quot;[tiab]) OR (iptw*[tiab] OR inverse probability*[tiab] OR Marginal structural Cox model*[tiab]) AND (time var*[tiab] OR time dependent*[tiab] OR longitudinal*[tiab]) Filters: from 1992 - 2020</td>
<td>2087</td>
</tr>
<tr>
<td>Total combined</td>
<td></td>
<td>2140</td>
</tr>
</tbody>
</table>
Supplement S2: Empirical example details from Box 1

Empirical examples

Data from the Osteoarthritis Initiative (OAI) was used for two empirical examples. The OAI is a multicentre, longitudinal cohort study that included patients with (or at risk for) symptomatic femoral-tibial knee osteoarthritis (OA) with a follow-up up to 108 months, available for public access at [https://data-archive.nimh.nih.gov/oai/](https://data-archive.nimh.nih.gov/oai/). We extracted a large set of variables from the OAI that were measured at baseline and annual follow-up visits (12 to 108 months), these include general patients characteristics (age, gender, history of knee symptoms, physical activity, weight, care access), clinical variables (knee symptoms, radiographic signs of OA, hand OA), quality of life measurements (12-Item Short Form Survey (SF-12)), functional scores (Knee injury and Osteoarthritis Outcome Score (KOOS), Western Ontario and McMasters Osteoarthritis index (WOMAC)) and time-varying treatments (meniscectomy, knee replacement surgery, corticosteroid injections). Missing values were imputed through single imputation using predictive mean matching for continuous variables and logistic regression for categorical variables.

To investigate the impact of the different confounding adjustment methods on the outcome, two empirical examples with a time-varying treatment were selected that we previously published using data from the OAI: 1) the effect of meniscectomy (surgical removal of the meniscus) on the risk to receive knee replacement surgery and 2) the effect of intra-articular corticosteroid injections on the risk to receive knee replacement surgery.[19,20]

Statistical methods

In total, we compared nine methods that were the most commonly used adjustment methods found in the mapping review for both empirical examples: four methods that matched using baseline covariates, four time-dependent methods, and no matching. Confounding factors included in all eight correction methods were: patient characteristics (age, gender, BMI, physical activity, health care access, treatment centre, education, family history with OA, occupation), clinical variables (knee...
medication use, hand OA at baseline, knee symptoms at baseline, radiographic confirmed OA), quality of life scores (SF-12 subscales), and functional scores (KOOS and WOMAC). After adjustment, Cox proportional hazard models were applied to estimate the treatment effect and confidence intervals.

The baseline methods consisted of PSM, IPW with a point treatment (yes/no), covariate adjustment using the propensity score, and conventional covariate adjustment (CCA) using baseline covariates and a point treatment. For PSM, the propensity score was calculated for every patient (the probability of a patient being assigned to the treatment given a set of observed covariates) and subsequently treated and control patients were matched using a 1:1 matching ratio without replacement, a caliper of 0.20 and a nearest neighbour matching algorithm, as nearest neighbour is commonly used and results in less biased estimates compared to the other matching algorithms.[21]

Covariate balance was assessed by calculating the standardized mean difference (SMD) and by plotting the balance between patients and controls. Balance smaller or equal to 0.10 SMD were assumed to have appropriate balance.[2] IPW was performed to build a marginal structural model able to balance the covariates at baseline (marginal structural model with point treatment; patients were either labelled as treated or untreated). For IPW we used unbalanced weights and the weights were visually inspected. Similar to PSM, a 0.10 SMD was assumed to have an appropriate balance.

Confidence intervals were estimated using 1000 bootstraps. Covariate adjustment using the propensity score was performed by calculating the propensity score using logistic regression and subsequently the propensity score was added to the Cox regression. Conventional covariate adjustment was performed by including the same set of covariates in the Cox regression without any prior adjustment.

The time-dependent methods consisted of time-dependent propensity score matching (tdPSM), IPW with time-varying treatment, parametric g-formula, and CCA with time-varying treatment and covariates.[5,15,17] Time-dependent propensity score matching was performed by sequentially
matching treated patients with all available controls at time of treatment using a 1:1 nearest
neighbour matching algorithm without replacement using a caliper of 0.2. After matching a patient
to a control, both were removed from the dataset to avoid further matches. Similar to the baseline
methods, IPW was used to create a marginal structural model but with time-varying treatment and
time-varying covariates. Likewise, we used unbalanced weights and the weights were visually
inspected and balance was assessed. Confidence intervals were estimated using 1000 bootstraps.

Robins' g-formula (also known as parametric g-formula or parametric g-computation) is an
alternative method to recover effects of time-varying treatment under untestable assumptions, given
that sufficient covariates are measured to control for confounding by unmeasured risk factors. [22]
The causal effect is measured by comparing the treatment effect between an always exposed- and a
never exposed scenario. Conventional covariate adjustment with time-varying covariates and
treatment was performed by including these variables in the Cox regression.

Finally, we performed one crude analysis by only including the time-varying treatment in the Cox
regression. All analyses and simulations were performed using R (version 4.0.2, The R Foundation for
**Results**

In total, nine methods were compared for both empirical examples: four methods that adjust using baseline covariates (PSM, IPW using point treatment, CA using the propensity score, CCA), four time-dependent methods (tdPSM, IPW using time-varying treatment, parametric g-formula, CCA) and one without adjustments. (see figure in Box 1)

In the meniscectomy example, patients who underwent meniscectomy had an HR of 3.0 (95% CI: 1.97 – 4.57), 2.42 (95% CI: 1.50 – 4.16), 2.41 (95% CI: 1.79 – 3.25), and 2.76 (95% CI: 2.03 – 3.76) to receive knee replacement surgery for PSM, IPW, CA using the propensity score, and CCA using the baseline covariates, respectively. The time-dependent strategies resulted in lower hazard ratios: HR of 2.00 (95% CI: 1.32 – 3.02), 2.05 (95% CI: 1.78 – 2.40), 2.03 (95% CI: 1.83 – 2.21) and 2.13 (95% CI: 1.62 – 2.79) for tdPSM, IPW, parametric G-formula and CCA, respectively. Without any adjustment, an HR of 3.15 (95% CI: 2.37 – 4.20) was found.

The results from intra-articular corticosteroid injection examples were more consistent between the baseline and time-dependent methods. Patients that receive intra-articular corticosteroid injections had a higher risk to receive knee replacement surgery with an HR of 1.64 (95% CI: 1.42 – 1.92), 1.53 (95% CI: 1.42 – 1.65), 1.58 (95% CI: 1.33 – 1.88), and 1.59 (95% CI: 1.36 – 1.87) for the baseline methods (PSM, IPW, CA using the propensity score, and CCA, respectively) and an HR of 1.61 (95% CI: 1.38 – 1.87), 1.49 (95% CI: 1.36 – 1.57), 1.65 (95% CI: 1.53 – 1.85) and 1.63 (95% CI: 1.39 – 1.91) for the time-dependent methods (tdPSM, IPW, parametric g-formula, CCA, respectively). No adjustment resulted in an HR of 2.12 (95% CI: 1.81 – 2.48).