COVID-19 surveillance data quality issues: a national consecutive case series
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ABSTRACT

Objectives High-quality data are crucial for guiding decision-making and practising evidence-based healthcare, especially if previous knowledge is lacking. Nevertheless, data quality frailties have been exposed worldwide during the current COVID-19 pandemic. Focusing on a major Portuguese epidemiological surveillance dataset, our study aims to assess COVID-19 data quality issues and suggest possible solutions.

Settings On 27 April 2020, the Portuguese Directorate-General of Health (DGS) made available a dataset (DGSApril) for researchers, upon request. On 4 August, an updated dataset (DGSAugust) was also obtained.

Participants All COVID-19-confirmed cases notified through the medical component of National System for Epidemiological Surveillance until end of June.

Primary and secondary outcome measures Data completeness and consistency.

Results DGSAugust has not followed the data format and variables as DGSApril and a significant number of missing data and inconsistencies were found (eg, 4075 cases from the DGSApril were apparently not included in DGSAugust). Several variables also showed a low degree of completeness and/or changed their values from one dataset to another (eg, the variable ‘underlying conditions’ had more than half of cases showing different information between datasets). There were also significant inconsistencies between the number of cases and deaths due to COVID-19 shown in DGSAugust and by the DGS reports publicly provided daily.

Conclusions Important quality issues of the Portuguese COVID-19 surveillance datasets were described. These issues can limit surveillance data usability to inform good decisions and perform useful research. Major improvements in surveillance datasets are therefore urgently needed—for example, simplification of data entry processes, constant monitoring of data, and increased training and awareness of healthcare providers—as low data quality may lead to a deficient pandemic control.

INTRODUCTION

The availability of accurate data in an epidemic is crucial to guide public health measures and policies. During outbreaks, making epidemiological data openly available, in real time, allows researchers with different backgrounds to use diverse analytical methods to build evidence in a fast and efficient way. This evidence can then be used to support adequate decision-making which is one of the goals of epidemiological surveillance systems. To ensure that high-quality data are collected and stored, several factors are needed, including robust information systems that promote reliable data collection, adequate and clear methods for data collection and integration from different sources, as well as strategic data curation procedures. Epidemiological surveillance systems need to be designed having data quality as a high priority and thus promoting, rather than relying on, users’ efforts to ensure data quality. Only timely, high-quality data can provide valid and useful evidence for decision-making and pandemic management. On the contrary, using datasets without carefully examining the metadata and documentation that describes the overall context of data can be harmful.

The low data quality of epidemiological surveillance systems has been a matter of concern worldwide. In fact, Boes and colleagues assessed the German surveillance system for acute hepatitis B infections. They concluded that although timeliness improved over the evaluation period, data quality in terms of completeness of information decreased considerably. Authors also stress that as improved data completeness is required to adequately design prevention activities, reasons for this decrease should...
further be explored. On the other hand, other authors assessed timeliness and data quality of Italy’s surveillance system for acute viral hepatitis and concluded that this system collects high-quality data, but with wide reporting delays exist. Another study evaluated the quality of the influenza-like illness surveillance system in Tunisia and concluded that to better monitor influenza, the quality of data collected by this system should be closely monitored and improved. Visa and colleagues, in Nigeria, evaluated the Kano State malaria surveillance system and recommended strategies to improve data quality. Regarding COVID-19 pandemic, a recent study that evaluated the accuracy of COVID-19 data collection by the Chinese Center for Disease Control and Prevention, WHO, and European Centre for Disease Prevention and Control showed noticeable and increasing measurement errors in the three datasets as more countries contributed data for the official repositories.

At the moment, producing these high-quality datasets within a pandemic is nearly impossible without a broad collaboration between health authorities, health professionals and researchers from different fields. The urgency to produce scientific evidence to manage the COVID-19 pandemic contributes to lower quality datasets that may jeopardise the validity of results, generating biased evidence. The potential consequences are suboptimal decision-making or even not using data at all to drive decisions. Methodological challenges associated with analysing COVID-19 data during the pandemic, including access to high-quality health data, have been recognised and some data quality concerns were described. Nevertheless, to our knowledge, there is no study performing a structured assessment of data quality issues from the datasets provided by the National Surveillance Systems for research purposes during the COVID-19 pandemic. Although this is a worldwide concern, this study will use Portuguese data as a case study.

The Portuguese systems to input COVID-19 data and the data flows

In early March, the first cases of COVID-19 were diagnosed in Portugal. The Portuguese surveillance system for mandatory reporting of communicable diseases is named SINAVE (National System for Epidemiological Surveillance) and is in the dependence of the Directorate-General of Health (DGS). COVID-19 is included in the list of mandatory communicable diseases to be notified through this system either by medical doctors (through SINAVE MED) or laboratories (SINAVE LAB). A COVID-19-specific platform (Trace COVID-19) was created for the clinical management of patients with COVID-19 and contact tracing. However, data from both SINAVE and Trace COVID-19 are not integrated in the electronic health record (EHR). Thus, healthcare professionals need to register similar data, several times, for the same suspect or confirmed case of COVID-19, increasing the burden of healthcare professionals and potentially leading to data entry errors and missing data. The SINAVE notification form includes a high number of variables, with few or no features to help data input. Some examples include: (1) within general demographic characteristics, patient occupation is chosen from a drop-down list with hundreds of options and with no free text available; (2) the 15 questions regarding individual symptoms need to be individually filled using a three-response option drop-down list, even for asymptomatic patients; (3) in the presence of at least one comorbidity, 10 specific questions on comorbidities need to be filled; and (4) there are over 20 questions to characterise clinical findings, disease severity, and use of healthcare resources, including details on hospital isolation. Other examples of the suboptimal design are (5) the inclusion of two questions on autopsy findings among symptoms and clinical signs, although no previous question ascertains if the patient has died; (6) lack of a specific question on disease outcome (only hospital discharge date); (7) lack of validation rules that allow, for example, to have a disease diagnosis prior to birth date or to be discharged before the date of hospital admission; and (8) no mandatory data fields, allowing the user to proceed without completing any data. Furthermore, a global assessment of disease severity is included with the options ‘unknown’, ‘severe’, ‘moderate’ and ‘not applicable’ without a readily available definition and without the possibility to classify the disease as mild. This unfriendly system may impair the quality of COVID-19 surveillance data. The problems described have existed for a long time at SINAVE and they are usually solved by personal contact with the health local authorities. However, in the current COVID-19 pandemic scenario, and due to the pressure of the huge number of new cases reported daily, this does not happen at this moment.

There is more than one possible data flow from the moment the data are introduced until the dataset is made available to researchers. Figure 1 is an example of the information flow from data introduced by public health professionals until the analysis of data.

Since the beginning of the pandemic, several research groups in Portugal stated their willingness to contribute by producing knowledge and improving data systems and data quality. Researchers requested access to healthcare-disaggregated data related to COVID-19, in order to timely produce scientific knowledge to help evidence-based decision-making during the pandemic. In April, DGS made a document publicly available with the description and metadata of the dataset to be provided and a form to be filled by researchers to request this dataset. A research protocol and a documented approval by an ethical committee were also necessary. A metadata document was available and the researchers knew what variables they would receive if they formally requested the dataset. The variables available did not include, for instance, clinical presentation or specific disease symptoms. The variable formats were described in the provided metadata but were not discussed or adjusted based on researchers’ opinions or needs. In the metadata, the coded value list was described (eg, Y=Yes, N=No, Unk=Unknown) but
not the coding mechanism, that is, how the form answer (given by the healthcare professional) was coded in the dataset. Therefore, although there was an ‘agreed’ dataset specification document, it was not complete enough to fully understand the provided data. Along with the data request form and metadata document, information was made available that researchers would receive weekly data updates.

On 27 April 2020, the DGS sent the described dataset (DGSApril) collected by the SINAVE MED and according to the metadata document made available before. At least 50 research groups received the data and started their dataset analyses. Weekly dataset updates were not provided and only on 4 August 2020, DGS sent an updated dataset (DGSAugust) to the research groups who had requested the first dataset, including COVID-19 cases already included in the initial dataset plus new cases diagnosed during May and June 2020. This updated dataset did not respect the metadata document initially provided, and had an inconsistent manifest, including some variables presented in a different format or absent. For example, instead of a variable with the outcome of the patient, the second dataset presented two dates: death and recovery date; and this new version did not distinguish between dead due to COVID-19 and dead due to reasons. The updated dataset also used definitions (for example, variable age was defined as the age at the time of COVID-19 onset or as age at the time of COVID-19 notification, in the first and second datasets, respectively). Also the variable of preconditions had different categories. For example, the first dataset the variable comorbidities had the category ‘cardiac disease’ and in the updated version of the dataset, this category was not present. All these aspects raised concerns regarding the updated dataset used for replication of the analysis made using the first version of data and consequently some concerns regarding its use for valid research.

We aimed to assess data quality issues of COVID-19 surveillance data and suggest solutions to overcome them, using the Portuguese surveillance datasets as an example.

METHODS

The data provided by DGS included all COVID-19-confirmed cases notified through the SINAVE MED and, thus, excluding those only reported by laboratories (SINAVE LAB).

The DGSApril dataset was provided on 27 April 2020 and the updated one (DGSAugust) on 4 August 2020. The available variables in both datasets are described in online supplemental file 1.

There was a variable named ‘outcome’, with the information on the outcome of the case, present in DGSApril dataset that was not available in the DGSAugust dataset. On the other hand, there were also some variables (dead, recovery, diagnosis and discharge dates) present in DGSAugust dataset that were not available in the DGSApril dataset.

The quality of the data was assessed through the analysis of data completeness and consistency between the DGSApril and DGSAugust datasets. For data completeness evaluation, missing information was classified as ‘system missing’ when there was no information provided (blank cells) and as ‘coded as unknown’ when the information ‘unknown’ was coded. Considering the consistency, both datasets were compared in order to evaluate if the data quality increased with the update sent 4 months later. As many data entry errors could be avoided using an optimised information system, the potential data entry errors in DGSAugust were also described.

The main outcome measures were: the frequency of cases with missing information, the frequency of cases with unmatched information between the datasets and its update, and the frequency of cases with wrong data entry (considered impossible values) for each variable.

The number of COVID-19 cases and the number of deaths due to COVID-19 were also compared with the public daily report by Portuguese DGS. We highlight that it is not expected that the daily numbers of cases and deaths reported publicly were coincident with the numbers obtained in the datasets made available to researchers as these datasets included only the COVID-19
cases notified through the SINAVE MED (excluding those only reported by laboratories). However, the calculation of this difference is important to estimate the potential bias that data of these (DGSApril and DGSAugust) datasets, provided by DGS to researchers, may have. This comparison is only possible in the DGSAugust dataset as in the DGSApril dataset, the variable date of diagnosis was not available.

**Statistical methods**

Descriptive statistics are presented as absolute and relative frequencies.

Data handling and analyses were performed using IBM SPSS Statistics V.26 and R V.4.0.3.

**Patient and public involvement**

As this study used secondary data, it was not possible to involve the participants in the study, in the design or in the recruitment and conduct of the study. However, the results have been and will continue to be disseminated not only with DGS but with patients and the whole community through the media.

**RESULTS**

**Cases included and omitted**

From the 20 293 COVID-19 cases included in the DGSApril dataset, only 80% (n=16 218) had the same unique case identifier in the DGSAugust dataset. There were 4075 cases in the DGSApril dataset that were not included in the DGSAugust dataset or, alternatively, had changed the unique case identifier. The DGSAugust dataset provided a total of 38 545 COVID-19 cases, including 22 327 that were not available in DGSApril dataset: 5713 diagnosed until 27 April but that presumably were not included in the DGSApril dataset, 16 609 diagnosed after the period included in the DGSApril dataset and 5 cases with missing information on diagnosis date (figure 2).

Considering the 5713 cases made available only in the DGSAugust and diagnosed before 27 April that, presumably, were not included in the DGSApril dataset, the majority (58%) were diagnosed in the 2 weeks immediately prior to 27 April (the date on which this database was made available). However, 42% were diagnosed more than 2 weeks before the DGSAugust dataset was made available (figure 2).

**Data completeness of both datasets**

Several variables showed a low degree of completeness. For example, two variables (‘date of first positive laboratory result’ and ‘case required care in an intensive care unit’) had more than 90% of cases with missing information in DGSApril dataset—coded as unknown or system missing. In the DGSAugust dataset, the variable ‘case required care in an intensive care unit’ reduced the proportion of incomplete information to 26% of system missing and no cases were coded as unknown. However, the variable ‘date of first positive laboratory result’ still had 90% system missing in the DGSAugust dataset. Table 1 provides detailed information about missing information for each available variable.

**Data consistency between DGSApril and DGSAugust datasets**

The consistency of the information for cases identified with the same unique case identifier in both datasets (n=16 218) was further evaluated (figure 1).

Table 2 presents the number and percentage of cases with different information, for each variable.

---

**Figure 2** Number of unique case identifiers presented in the datasets of COVID-19 cases diagnosed since the start of the pandemic until 27 April (date when the first database was made available) and after 27 April. DGS, Directorate-General of Health.
Since the beginning of the pandemic, the report of COVID-19 within SINA VE kept the same data structure. A few variables related to specific symptoms that were progressively described as being in relation to COVID-19 infection were added (eg, anosmia or dysgeusia), but these variables (symptoms) were not included in the analysed datasets (DGSApril and DGSAugust). However, some inconsistencies may be due to differences in the data format made available to researchers. Anyway, due to the lack of metadata information related to DGSAugust, it is not possible to harmonise such inconsistencies in data analysis. Some inconsistencies may be due to the update of the data made meanwhile, however many inconsistencies are difficult to understand because there is often information filled in the first dataset that is not filled in the updated dataset.

The variable ‘underlying conditions’ was the one showing a higher percentage of inconsistencies between both datasets, with more than half of cases showing different information when comparing the information from both datasets (table 2). Most of the inconsistencies were due to the cases recorded as ‘no underlying conditions’ in the DGSApril dataset and corrected to ‘unknown if the case has underlying conditions’ or ‘missing’ in the updated dataset (DGSAugust) (42%, n=6851). There were 1952 cases (12%) recorded as ‘no underlying conditions’ in the first dataset and corrected to ‘yes—underlying conditions’ in the second one. There were also 99 (1%) cases with underlying conditions in the first dataset corrected to ‘no underlying conditions’ in the second one.

### Table 1  Data completeness (number and percentage of missing information) of each variable available in the DGSApril and DGSAugust datasets with COVID-19 cases provided by DGS

<table>
<thead>
<tr>
<th>Variable</th>
<th>DGSApril (n=20293)</th>
<th>DGSAugust (n=38545)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unique case identifier (RecordID)</td>
<td>System missing 0 (%)</td>
<td>System missing 0 (%)</td>
</tr>
<tr>
<td>RecordID of the linked cases</td>
<td>Coded as unknown 0 (%)</td>
<td>Coded as unknown 0 (%)</td>
</tr>
<tr>
<td>Age</td>
<td>System missing 0 (%)</td>
<td>System missing 0 (%)</td>
</tr>
<tr>
<td>Probable place of infection</td>
<td>Coded as unknown 0 (%)</td>
<td>Coded as unknown 0 (%)</td>
</tr>
<tr>
<td>Gender</td>
<td>System missing 0 (%)</td>
<td>System missing 0 (%)</td>
</tr>
<tr>
<td>Hospitalisation</td>
<td>Coded as unknown 0 (%)</td>
<td>Coded as unknown 0 (%)</td>
</tr>
<tr>
<td>Outcome</td>
<td>System missing 0 (%)</td>
<td>System missing 0 (%)</td>
</tr>
<tr>
<td>Patient has underlying condition</td>
<td>Coded as unknown 0 (%)</td>
<td>Coded as unknown 0 (%)</td>
</tr>
<tr>
<td>Date of first positive laboratory result</td>
<td>System missing 2 (0)</td>
<td>System missing 15407 (40)</td>
</tr>
<tr>
<td>Date of diagnosis</td>
<td>Coded as unknown 0 (%)</td>
<td>Coded as unknown 0 (%)</td>
</tr>
<tr>
<td>Date of disease onset</td>
<td>System missing 7 (0)</td>
<td>System missing 37390 (97)</td>
</tr>
<tr>
<td>Date of death</td>
<td>Coded as unknown 0 (%)</td>
<td>Coded as unknown 0 (%)</td>
</tr>
<tr>
<td>Only hospitalised cases</td>
<td>System missing 386 (13)</td>
<td>System missing 860 (20)</td>
</tr>
<tr>
<td>Case required care in an intensive care unit</td>
<td>Coded as unknown 0 (%)</td>
<td>Coded as unknown 0 (%)</td>
</tr>
<tr>
<td>Level of respiratory support given to patient</td>
<td>System missing 1573 (53)</td>
<td>System missing 1364 (31)</td>
</tr>
<tr>
<td>Date of hospital discharge</td>
<td>Coded as unknown 0 (%)</td>
<td>Coded as unknown 0 (%)</td>
</tr>
</tbody>
</table>

*Variable neither available in DGSApril dataset nor in DGSAugust dataset but described in the metadata file provided by DGS.
†Variable available in DGSApril dataset and described in the metadata file provided by DGS but not provided in DGSAugust dataset.
‡Variable neither available in DGSApril dataset nor described in the metadata file provided by DGS but provided in DGSAugust dataset.
DGS, Directorate-General of Health.

### Table 2  Number and percentage of COVID-19 cases presented in both datasets (n=16218) with information that did not match for each variable

<table>
<thead>
<tr>
<th>Healthcare data inconsistencies</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient has underlying condition</td>
<td>8902 (55)</td>
</tr>
<tr>
<td>Age</td>
<td>8326 (51)</td>
</tr>
<tr>
<td>Hospitalisation</td>
<td>253 (16)</td>
</tr>
<tr>
<td>Date of disease onset</td>
<td>2008 (12)</td>
</tr>
<tr>
<td>Date of first positive laboratory result</td>
<td>962 (6)</td>
</tr>
<tr>
<td>Probable place of infection</td>
<td>46 (0)</td>
</tr>
<tr>
<td>Gender of the reported case</td>
<td>1 (0)</td>
</tr>
</tbody>
</table>

*The definition of ‘age’ was different in both datasets: in DGSApril is the age at the time of COVID-19 onset, and in DGSAugust, the age at the time of COVID-19 notification.
The variable ‘age’ also had more than half of cases showing different information when comparing the information from both datasets (table 2). The difference in all cases with different information, except one, was 1 year old. The definition of ‘age’ was different in both datasets; in DGSApril is the age at the time of COVID-19 onset and, in DGSAugust, the age at the time of COVID-19 notification.

The variable ‘hospitalisation’ had 16% of cases (n=253) with unmatched information (table 2). One hundred and twenty-five cases were recorded as ‘unknown if the case was hospitalised’ in the DGSApril dataset and corrected to ‘no hospitalisation’ in the DGSAugust. Sixty-two cases were recorded as ‘no hospitalisation’ and corrected to ‘hospitalised’ or ‘unknown information’ in DGSApril and DGSAugust datasets, respectively. Fifty-five cases were recorded as hospitalised patients and corrected to ‘no hospitalisation’ or ‘unknown information’ in DGSApril and DGSAugust datasets, respectively. Only 11 cases changed from ‘unknown if the case was hospitalised’ to ‘hospitalisation’.

The variable ‘date of disease onset’ had 12% of cases (n=2008) with unmatched information (table 2). In 1445 cases, information about the date of disease onset was provided only in DGSApril and 563 cases had dates in both datasets but the dates did not match.

The variable ‘date of the first positive laboratory result’ did not match in both datasets in 6% of the cases (n=962). In 5 cases, there was a date available in both datasets but the dates did not match; in 74 cases, the date was available only in the DGSApril dataset; and in 883 cases, the date was available only in the DGSAugust dataset.

The variable patient outcome (variable ‘outcome’) was not present in the DGSAugust dataset which instead presents the variables ‘date of recovery’ and ‘date of death’ (not presented in DGSApril) (table 1). In the DGSApril dataset, there were 1134 cases coded as ‘alive, recovered and cured’, but only 83% of those (n=947) had recovery date in the updated dataset (DGSAugust), which may be due to the lack of information on a specific date, despite knowing that the case result is alive, recovered and cured. In fact, 177 patients recorded as ‘alive, recovered and cured’ in the DGSApril did not have any date in the DGSAugust dataset. However, 10 patients recorded as ‘alive, recovered and cured’ in the DGSApril had a date of death in the DGSAugust dataset. Seven of these were five ages of death before April 19, which is incongruent. Among the 455 cases coded as ‘died because of COVID-19’ in the DGSApril dataset, 7 (2%) did not have a date of death in the second dataset.

Data entry errors in the updated dataset (DGSAugust)
The age of one patient is probably wrong (more than 130 years old). There were also male patients and elderly women registered as pregnant. There was a wrong diagnosis date (30-05-2020) and 19 patients had registered dates of diagnosis before the first official case of COVID-19 was diagnosed in Portugal. There were also two patients with a negative length of stay in hospital.

Of the 38545 cases included in the dataset, 6772 had recorded in the recovery date variable ‘April 3’, 1032 cases had recorded in the recovery date variable ‘May 25’ and 242 cases ‘May 26’. The remaining 30499 cases had no information registered in this variable.

Number of COVID-19 cases and deaths provided by DGSAugust dataset and by daily public report
Table 3 shows the number of COVID-19 cases and deaths due to COVID-19 reported by DGSAugust dataset and by the daily public report. The DGSAugust dataset included 38 520 COVID-19 cases diagnosed between March and June, less 4003 cases (9%) than the daily public report provided by Portuguese DGS. However, when looking at data from March, the DGSAugust dataset reported more 669 cases (8%) than the daily public report. In April, May and June, the DGS dataset reported less 17%, 8% and 12% of cases than the public report provided, respectively.

The DGSAugust dataset reported 1155 deaths due to COVID-19 until the end of June, less 424 cases (27%) than the daily public report provided by the Portuguese DGS. However, in March, the DGSAugust dataset reported more five deaths due to COVID-19 (3%) than the daily public report. In April, May and June, the DGS dataset reported less 8%, 49% and 100% of cases than the public report provided, respectively.

Bias estimation
The most important problem in the first dataset is the potential underestimation of comorbidities due to the misclassification of cases with the information unknown

<table>
<thead>
<tr>
<th>Month</th>
<th>COVID-19 cases reported by:</th>
<th>Deaths due to COVID-19 reported by:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DGS, Directorate-General of Health.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DGSAugust</td>
</tr>
<tr>
<td>March</td>
<td>8920</td>
<td>8251</td>
</tr>
<tr>
<td>April</td>
<td>13838</td>
<td>16736</td>
</tr>
<tr>
<td>May</td>
<td>7113</td>
<td>7713</td>
</tr>
<tr>
<td>June</td>
<td>8649</td>
<td>9823</td>
</tr>
</tbody>
</table>
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underestimated. Indeed, for example, the estimate of (DGSAugust), the prevalence of preconditions may be ties in the DGSApril were greatly underestimated rela-
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presented a bias in the prevalence estimation of almost
study19) and with the second dataset (where the cases with
first dataset (those presented in Nogueira and colleagues’
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Nogueira and colleagues19 who analysed the first dataset,

As table 4 evidence, the first dataset (DGSApril) presented a bias in the prevalence estimation of almost all preconditions probably due to the misclassification of cases with the information unknown about preconditions as ‘absence of precondition’. Almost all the comorbidities in the DGSApril were greatly underestimated relatively to the second dataset. Even in the updated dataset (DGSAugust), the prevalence of preconditions may be underestimated. Indeed, for example, the estimate of

<table>
<thead>
<tr>
<th>Precondition</th>
<th>Nogueira and colleagues’ study (DGSApril) Prevalence (95% CI)</th>
<th>Updated dataset (DGSAugust) Prevalence (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asthma</td>
<td>1.36 (1.20 to 1.53)</td>
<td>4.74 (4.44 to 5.08)</td>
</tr>
<tr>
<td>Cancer</td>
<td>3.01 (2.78 to 3.26)</td>
<td>5.45 (5.12 to 5.81)</td>
</tr>
<tr>
<td>Cardiac disease</td>
<td>0.27 (0.20 to 0.35)</td>
<td>–</td>
</tr>
<tr>
<td>Haematological disorder</td>
<td>1.08 (0.09 to 1.24)</td>
<td>2.00 (1.79 to 2.22)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>5.64 (5.33 to 5.97)</td>
<td>12.3 (11.8 to 12.8)</td>
</tr>
<tr>
<td>HIV/other immune deficiencies</td>
<td>0.53 (0.43 to 0.64)</td>
<td>1.35 (1.18 to 1.54)</td>
</tr>
<tr>
<td>Kidney disorder</td>
<td>1.98 (1.79 to 2.18)</td>
<td>4.33 (4.02 to 4.65)</td>
</tr>
<tr>
<td>Liver disorder</td>
<td>0.53 (0.43 to 0.64)</td>
<td>1.27 (1.11 to 1.46)</td>
</tr>
<tr>
<td>Lung disorder</td>
<td>3.39 (3.15 to 3.65)</td>
<td>4.50 (4.19 to 4.82)</td>
</tr>
<tr>
<td>Neuromuscular disorder</td>
<td>3.92 (3.66 to 4.19)</td>
<td>3.50 (3.23 to 3.79)</td>
</tr>
<tr>
<td>At least one precondition</td>
<td>16.6 (16.1 to 17.1)</td>
<td>40.3 (39.7 to 41.0)</td>
</tr>
</tbody>
</table>

Table 5 Most frequent data quality issues and possible solutions

<table>
<thead>
<tr>
<th>Issues</th>
<th>Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘Missing’ versus ‘absent’ variable coding</td>
<td>Automatically code blank cells as system missing</td>
</tr>
<tr>
<td></td>
<td>Simplification of data entry processes, reusing the data already in the system</td>
</tr>
<tr>
<td></td>
<td>Data interoperability</td>
</tr>
<tr>
<td>Differences in cases included</td>
<td>Guarantee same unique case identifier by recording it in the registry database</td>
</tr>
<tr>
<td>Data (in)completeness</td>
<td>Determine a core of mandatory variables</td>
</tr>
<tr>
<td>Data (in)consistency</td>
<td>Maintain same variables (and respective definitions) along time</td>
</tr>
<tr>
<td>Data entry errors</td>
<td>Improve information system (by determining possible values and limits)</td>
</tr>
<tr>
<td></td>
<td>Data monitored and tracked</td>
</tr>
</tbody>
</table>
a specific diagnosis, but not its absence), especially in a high-burden context as the ongoing pandemic. In the context of clinical research, however, the lack of registered comorbidity data cannot be interpreted as the absence of comorbidities. A similar bias can be found in the other two studies reporting analysis of DGSApril dataset.22 23

Another data quality issue is related to the discrepancies in cases included in both datasets. In fact, only 80% of cases included in the DGSApril dataset had the same unique case identifier in the DGSAugust dataset and only 74% of cases diagnosed until 27 April included in DGSAugust had the same unique case identifier in the DGSApril. Alternatively, the unique case identifier had been changed. We do not know if the unique identifier is generated in each data download or if it is recorded in the database. This last option will be the safest. Moreover, until 19 June, it was not mandatory to fill in the national health service user number in order to have a standard unique patient identifier. That may have led to not identifying duplicate SINAVE MED entries for the same patient and increased the difficulty in adequately merging data from SINAVE LAB, SINAVE MED and other data sources.

The high percentage of incomplete data in several variables may also produce biases whose dimensions and directions are not possible to estimate. In fact, as our results showed, half of the variables available in the DGSAugust dataset had more than one-third of missing information. Furthermore, that dataset was already incomplete since it only provides COVID-19 cases from the medical component of SINAVE totalling 90% of the cases reported by health authorities until the end of June 2020.17 It is unclear, however, why the updated version of the dataset in March reported more 669 COVID-19 cases and more 5 deaths than the public report (which would be expected to be more complete). Moreover, there were no reported dates of deaths in June in DGSAugust dataset, despite the 155 deaths reported in the public report during this month.

The consistency of variables in different updates of datasets is also an important quality issue. In fact, our results show that the variable ‘age’ was calculated differently in the two datasets: in the DGSApril dataset it was the age at the time of COVID-19 onset and in the DGSAugust dataset it was age at the time of COVID-19 notification. Despite this change in definition, the difference of 1 year in half of the cases does not seem to be completely justified only by this fact, since the two dates should be relatively close. Still related to this problem of inconsistent information and variables, we realised that some information may have been lost in the second dataset sent (DGSAugust). In fact, the outcome of the COVID-19 case is not presented in the second dataset. DGSAugust dataset only presents the recovery and death dates. It would be possible to reconstruct in the second dataset some of the information on the outcome variable presented in the first one. However, it would only be possible to directly recode those with ‘date of recovery’ as ‘alive, recovered and cured’; all other categories (‘died of COVID-19’; ‘died of other cause’; ‘cause of death unknown’; ‘still on medical treatment’) are impossible to obtain from the dates of recovery or death. In fact, using only the variable ‘date of death’, it is not possible to determine if the patient died because of COVID-19, died of another cause or if the cause of death is unknown as in the DGSApril dataset. Moreover, 17% of cases coded as ‘alive, recovered and cured’ in the first dataset did not have the variable ‘date of recovery’ filled in the updated one. While the recovery date (when available) can be used as a proxy of the patient outcome, if this date is unknown in spite of a known recovery, we miss the whole outcome information.

In fact, in the DGSAugust dataset, it is assumed that the missing information about the recovery date implies that the case had not recovered yet. Also, the ‘recovery date’ had only three dates even though it refers to a 4-month period.

All the described errors, inconsistencies, data incompleteness, changes in the variables’ definitions and format may lead to unreproducible methods and analyses. While important to start working in data analysis as fast as possible in the early beginning of a pandemic, it is also crucial that the models and analysis developed with the first data are validated a posteriori and confirmed with the updated data. It is thus fundamental that the subsequent datasets follow the same metadata and preferably are more complete and with less inconsistencies and errors.

Quality of healthcare data can be improved through several strategies. First, data entry processes must be simplified, avoiding duplications and reusing the data already in the system, since the need to input the same information in different systems is time-consuming, frustrating for the user, and can negatively impact both data completeness and accuracy. Data interoperability can also be a powerful approach to minimise the number of interactions with the system.24 Second, data need to be constantly monitored and tracked25: organisations must develop processes to evaluate data patterns, and establish report systems based on data quality metrics. Even before data curation, simple validation procedures and rules in information systems can help detect and prevent many errors (ie, male patients classified as ‘pregnant’, or a patient aged 134 years old) and inconsistencies, and improve data completeness.

Finally, we need to establish the value proposition for both creators and observers.26 This includes ensuring that healthcare providers understand the importance of data, receive feedback about their analysis and how it may improve both the assistance to the patient and the whole organisation, and have received adequate training for better performance.

The adoption of these strategies should pave the way to high-quality, accurate healthcare datasets that can generate accurate knowledge to timely inform health policies, and the readaptation of healthcare systems to new challenges.
We acknowledge that our study has some limitations. One of such limitations is the lack of clarification by the data provider on the issues found in the datasets. In fact, despite repeated requests, we did not receive from DGS complete answers that could clarify the issues described in the manuscript. Therefore, the analysis of the Portuguese surveillance data quality was done exclusively with the analysis of the databases provided by DGS to researchers and with our external knowledge about how the information flows from the moment the data are introduced by health professionals until the dataset can be used for data analysis. Another limitation is the fact that we only studied the quality issues of COVID-19 data from one country, Portugal. However, our results seem to be in line with the findings of Ashofteh and Bravo, who analysed and compared the quality of official datasets available for COVID-19, including data from the Chinese Center for Disease Control and Prevention, the WHO, and the European Centre for Disease Prevention and Control. In fact, they also found noticeable and increasing measurement errors in the three datasets as the pandemic outbreak expanded and more countries contributed data for the official repositories.

CONCLUSION

We describe some important quality issues of the Portuguese COVID-19 surveillance datasets, relevant enough to force the discussion about the validity of the published findings arising from these and similar data.

The availability of official data by the National Health Authorities to researchers is an enormous asset, allowing data analysis, modelling and prediction that may support better decisions for the patient and the community as a whole. However, to fully embrace this potential, it is crucial that these data are accurate and reliable.

System interoperability would be needed to allow the connection with all the different EHRs that are in use in Portugal. Most EHRs collect data using unstructured data fields that would be difficult to correctly extract to a form like the one in the National Surveillance Systems.

It also urges to define and implement major improvements in the processes and systems of surveillance datasets: simplification of data entry processes, constant monitoring of data, raising awareness of healthcare providers for the importance of good data and providing them adequate training.

Data curation processes, capitalising on effective and multidisciplinary collaborations between healthcare providers and data analysts, play a critical role to ensure minimum quality standards. Once these processes are fully optimised, the reliability of results and the quality of the scientific evidence produced can be greatly improved.
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